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Abstract—This paper proposes a new method for real-time object tracking in scenarios where the target moves fast but its appearance does not change quickly. By creating a mesh on the current frame, we set nodes of the mesh as candidate positions of the target. Several adjacent nodes which are more similar to the target constitute a new smaller search region, on which a new finer mesh is created. The approach iterates until certain conditions are satisfied. Finally, one of the nodes is identified as the target location. Unlike existing tracking methods, this approach achieves tracking of fast moving object in real time and is capable of recovering tracking when the target is missing due to full occlusion, or moving out of the image area and reappearing in the near future frames. The method does not require complicated computation and thus can be applied to the environment which permits only limited computing resources. The capabilities of the tracking based on our method are demonstrated by several image sequences.

Index Terms—Mesh based search, fast moving object tracking, recovering tracking, target representation and localization.

I. INTRODUCTION

Object tracking is a key problem of automated video analysis that has applied to many significant applications in computer vision, such as intelligent surveillance, human-computer interfaces, augmented reality, driverless vehicles, object-based video compression and 3D modeling. The task of a tracker is to generate the trajectory of an object over time by marking its position in every frame of the video. An ideal tracker is capable of tracking a target robustly for a long duration, handling occlusion, and resolving entry and exit of the target. Moreover, it is not too complex to apply to some scenarios where the computing power of a device is much lower than that of a normal PC. That is, the tracker is also practically applicable when the tracking environment permits only limited resources in remote locations or confined spaces.

Effective methods have appeared for object tracking [1], [2]. Two major categories of tracking methods are probabilistic tracking and deterministic tracking. The former derives the target position by spatio-temporal estimation. For example, Unscented KF (UKF) is a method that utilizes a set of definite samplings to approximate posterior probability density function [3], while particle filter (PF) uses random particles [4], [5]. For these methods, a large number of samplings increasing with the complexity of the applications are required, which incurs significant computational cost and is the major problem in real-time applications.

The later treats the tracking task as an optimization procedure, which establishes a cost function of the observation model and determines the target position while the cost function happens to have a maximum or minimum value. Mean shift (MS) is a typical method of deterministic tracking [6, 7], which acquires efficient tracking results at an interactive video rate. The central computational module of MS is based on the MS iterations and finds the most probable target position in the current frame. An improved method for MS is proposed to deal with the difficulties that MS faces by using a new, simple-to-compute and more discriminative similarity measure in spatial-feature spaces [8]. However, as MS requires an original or estimated location of the target for its iterations in advance to achieve tracking in a confined region, it cannot recover tracking when it loses the target. A robust appearance filter is proposed to update the target template and achieve fast occluded object tracking [9]. But it cannot handle full but partial occlusions. In order to track an object with a complex shape, such as a human or an animal, silhouette based approaches have been proposed [10], [11]. Depending on the object model generated using the previous frames in the form of a color histogram, object edges, or contour, direct shape matching is used in [10] and contour evolving is used in [11]. Nevertheless, the problems related to silhouette trackers, including object topology changes, occlusions, and fast moving object tracking, need to be addressed further.

On the other hand, many researchers use self-learning [12]-[17] to perform adaptive object tracking, which is related to classification problem and able to adapt the tracker to new appearance and background by updating the model with positive and negative examples in the vicinity of the current location of the target. In order to address the problem of drifting caused by the errors introduced accumulatively while updating the tracker, many research efforts have been taken, e.g. Semi-supervised learning [18]-[21], where the processing of unknown data is guided by some supervisory information [22] such as relationships or constraints [23], and MIL (Multiple Instance Learning) [24], where the training samples are delivered by spatially related units rather than independent ones. To continue tracking correctly when the
tracker makes a mistake, Yu et al. [25] proposed co-training, a generative and discriminative classifiers during tracking. Due to the re-detection capability of their tracking algorithm, it performed well in comparison to self-learned trackers. Another approach is combining adaptive tracking with object detection [26], where the tracking algorithm is based on P-N learning, also known as growing and pruning events. However, these methods are computationally complex and thus hard to apply to the context in which the capability of processors is relatively low, such as an embedded system.

In this paper, we present a new method for real-time object tracking in scenarios where the target moves fast but its appearance does not change quickly, which is called mesh-shrink for convenience of description. Mesh-shrink searches for the target from the entire image using an initial mesh covering it, derives a smaller region by those mesh nodes which are more similar to the target, and then creates a new finer mesh on the smaller region. The algorithm iterates the search procedure until certain conditions are satisfied and finally determines the location of the target. It is, therefore, not laborious to implement the algorithm due to the mesh based search without complicated computation. To measure the similarity between the object and the target candidates, many visual features including color, texture, and silhouette can be employed.

The remainder of this paper is organized as follows. Section 2 presents the principle of tracking based on mesh-shrink. Section 3 presents the implementation details, including object representation and similarity measurement, target localization, and adaptation. Experimental results are presented in Section 4 and finally some observations are discussed in Section 5.

II. THE MESH-SHRINK PRINCIPLE

The main idea of mesh-shrink is using the mesh and its nodes to narrow the search region and finally find the location of the target. A certain similarity measurement is required to estimate the distance between the target and the target candidate.

A. Analysis of the Target Location

As shown in Fig. 1, rectangle T is overlapped with four rectangles denoted by A, B, C and D, which have the same size as T and the overlapped areas are denoted by $S_A$, $S_B$, $S_C$, and $S_D$, respectively. The overlapped areas are used to analyze the distances of the corresponding rectangles to the target. Apparently, $S_B > S_A > S_C > S_D$, and therefore the position of B is the closest to that of T.

For a moving object in an image sequence, T is the target, and A, B, C, D are the target candidates in the current frame. There are two types of information in a target candidate: One is from the target, and the other is from the background. The overlap of the target and the target candidate provides the partial information of the target. That is, the larger the overlap is, the more target information the candidate has, and therefore the closer it is to the target.

Some visual features including color, texture, or silhouette can be used to measure the similarity between the target and the target candidate. Several candidates more similar to the target constitute a smaller local region which contains the target, and then new candidates are set in this region for the next search. Hence these new target candidates are gradually centralized to the target.

Fig. 1. Overlapping between two rectangles.

Fig. 2. Mesh on the image.

Fig. 3. New region for search.

Fig. 4. Other probable distributions of 4 chosen nodes.
distributions of these 4 nodes when the target is not inside the cell, but just on the edge of it, and the target is in the rectangle region of the 2 cells. The distribution at the top left of Fig. 4 shows that the target is on the side P2-P3 and closer to P3, and similarly that at the bottom right shows the target is on the side P2-P4 and closer to P2. Then a new mesh is created on the local region for the next search as shown on the right of Fig. 3, and the target candidates are updated using the nodes of this new mesh. The search operation is repeated until the required criteria in terms of the distance between the two nodes, the similarity value, or the number of iterations is satisfied. Then the best node in the last mesh search is set as the location of the target.

It is worth noting, if the similarity value is low all the time during the iterations of search, the target is considered missing and the tracking can proceed into the next frame.

III. IMPLEMENTATION

A. Object Representation and Similarity Measurement

Here the color histogram is used to represent object appearance, which suffices for our explanation. Let \( \{x_i\}_{i=1,...,n} \) be the pixel locations of the target. The function \( b : R^2 \rightarrow \{1...m\} \) associates the pixel at location \( x_i \) to the index \( b(x_i) \) of the histogram bin corresponding to the color of that pixel. Hence the probability of the color \( u \) (\( u = 1,...,m \)) is given by

\[
p_u = \frac{1}{n} \sum_{i=1}^{n} \delta(b(x_i) - u) \tag{1}
\]

where \( \delta \) is the Kronecker delta function. Then the normalized \( p_u \) is computed as

\[
p_u = \frac{p_u}{\sum_{j=1}^{m} p_j} \tag{2}
\]

Thus, the target: \( P^t = \{p_u^t\}_{u=1,...,m} \) and the target candidate: \( P^c = \{p_u^c\}_{u=1,...,m} \).

Let \( S_d \) be the similarity between the target and the target candidate, which is given by

\[
S_d = \sum_{u=1}^{m} p_u^t p_u^c \tag{3}
\]

The geometric interpretation of Eq. (3) is the cosine of the angle between the \( m \)-dimensional normalized vectors (\( p_1^t, ..., p_m^t \)) and (\( p_1^c, ..., p_m^c \)). Hence the distance \( D_s \) between these two distributions corresponding to the dissimilarity between these objects can be defined as

\[
D_s = 1 - S_d \tag{4}
\]

In the next section, the distance \( D_s \) will be used to search the location of the target.

B. Target Localization

According to Section 2, four best nodes are chosen by calculating the distance between the target and the target candidate to narrow the search range. The search operation based on the mesh is repeated until the target location is found as the last best node. The target localization algorithm is presented below.

Given the distribution \( \{p_u^t\}_{u=1,...,m} \) of the target model:

1) Create a mesh covering the entire image of the current frame, and initialize the positions of the mesh nodes as those of the target candidates. Denote the width and height of the image by \( w_{img} \) and \( h_{img} \) and those of the target by \( w_{obj} \) and \( h_{obj} \). Therefore the number of columns \( n_{col} \) and the number of rows \( n_{row} \) of the mesh are given by

\[
n_{col} = \frac{w_{img}}{w_{obj}} + 1 \tag{5}
\]

\[
n_{row} = \frac{h_{img}}{h_{obj}} + 1 \tag{6}
\]

2) Calculate the distances between the target and the candidate by Eqs. (3) and (4).

3) Rank the nodes into a sequence in ascending order according to their distances. There are several cases:

a) If the distance of the first node is smaller than a certain threshold \( \varepsilon \), the location of this node is that of the target in the current frame, stop and initialize the next frame. Go to Step 1.

b) If the distance of the first node is larger than \( \varepsilon \) and the number of iterations is also larger than a certain number \( k \), the target is missing, stop and initialize the next frame. Go to Step 1.

c) Otherwise go to Step 4.

4) Choose 4 nodes at the beginning of the sequence to compose a new search region. Create a new mesh on this region and update the positions of target candidates according to this new mesh. Go to Step 2.

Since the search range goes from the entire image to a smaller and smaller region, the location of the target can be evaluated gradually except that it is missing. Thus, the target tracking is achieved by running the search algorithm presented above for each frame.

C. Target Adaptation

Considering that the appearance (here is color) and the scale of the target often changes in time, the target adaptation scheme is achieved by updating the target model and modifying its size.

Let the previous and the current targets be \( P^t_{prev} \) and \( P^t_{cur} \), respectively, then the new target is calculated as follows:

\[
P^t_{new} = (1 - \lambda_p) P^t_{prev} + \lambda_p P^t_{cur} \tag{7}
\]

where \( \lambda_p \) is 0.1 or smaller to avoid over-sensitive appearance adaptation.
Let the previous size of the target be $S_{prev}^t$, then the current size of the target $S_{best}^t$ is measured by running the localization algorithm three times, with sizes $S^t = S_{prev}^t$, $S^t = S_{prev}^t + \Delta S$, and $S^t = S_{prev}^t - \Delta S$ where typically $\Delta S = 0.1 S_{prev}^t$. $S_{best}^t$ is one of these three $S^t$ which yields the smallest distance. Similarly, $S_{new}^t = (1 - \lambda_s) S_{prev}^t + \lambda_s S_{best}^t$ (8) where $S_{new}^t$ is the new size of the target.

IV. EXPERIMENTS

To evaluate the performance of the proposed method, the mesh-shrink-based visual tracker has been implemented using C# and applied to many sequences. Meanwhile, the mean shift tracker is also implemented according to [6] as a comparison with the tracker. Since the emphasis in this paper is object tracking, the required target is selected manually. The color histogram of the target with 32 bins is derived by quantizing the image intensity. The distance threshold $\varepsilon$ is 0.08, and the maximum iteration number is 5. In all of the experiments the frame size is 360 x 240 pixels. The algorithm runs comfortably on a normal 2.2 GHz PC at around 20fps on average depending on the size of the target selected. Here some representative examples are presented.

The first example is the Road sequence as shown in Fig. 5 which has 862 frames. The target is a woman marked by a hand-drawn rectangular region in the first image in Fig. 5. The frames 472 and 473 show that the tracker (b) performs the task of tracking well when the camera is moving quickly from left to right (correspondingly the target is moving fast from right to left in the image). The capability of recovering tracking is shown in the frames 505 (where the woman moves out of the image area) and 512 (where the woman reappears in the image). In contrast, the mean shift tracker (a) fails to keep tracking in the same scenario.

The Park sequence (Fig. 6) is the second example which has 532 frames where the camera is close to the target comparatively. The tracker also achieves satisfactory tracking results, while the mean shift tracker loses the target from the frame 32 due to the exit of target even if the target reenters the field of view later.

In addition, the tracker is applied to track a toy as shown in Fig. 7. The Toy sequence is obtained by extracting the frames from the video at 2fps, and thus the target moving distance between the frames 16 and 17 is very long (almost half of the image height). The frames 31 and 32 show that the tracker recovers the tracking when the target is fully occluded and then reappears at any location of the image. Apparently, in this special context, the mean shift tracker can not perform tracking effectively.

The Orange sequence (Fig. 8) is used to demonstrate the procedure of search for the target localization. Each search region is marked by a green rectangle in the frame. The target is an orange on the ground as shown in the first image of Fig. 8. To find the location corresponding to the target in the current frame, the tracker executes 3 iterations (3 green rectangles, big to small) to search in the frame 29, and 4 in the frame 107.

V. CONCLUSION

We have proposed a new tracking method whose main idea of the approach is using the mesh and its nodes to narrow the search region and finally find the location of the target. Since the method does not need to initialize an estimated location of the target but searches for the target from the entire image to a smaller and smaller local region, it can track fast moving object and recover the tracking when the target is missing and reappears in the next frames. The method does not require complicated computation and thus can be applied to the environment which permits only limited computing resources.

For demonstration purposes, here only color is used to represent the target, which limits the performance of the tracker when object appearance and illumination changes. Particularly, there may be some objects very similar to the target in the image. However, the approach can be improved by adding and estimating other visual features or devising a corresponding target description with these visual features.

In many applications (surveillance and monitoring, for example), even if the target moves extremely fast, the target
location changes slowly in the successive frames because of the high sampling rate of the video. Therefore, by simply calculating a part of the nodes of the mesh in the interested or estimated region, the computational cost can be reduced dramatically, especially when the target is relatively small.

Although only one target is tracked in our experiments carried out for this paper, the proposed approach can also be used to track multiple targets through determining a corresponding mesh for each target and then searching for them in parallel. Whereas, its efficiency needs to be investigated further and its combination with current multiple target tracking methods is a promising line of future work.

Fig. 6. Park sequence. The frames 1, 15, 16, 32, 57, and 60 are shown. (a) The mean shift tracker. (b) The mesh shrink tracker.

Fig. 7. Toy sequence. The frames 1, 16, 17, 31, and 32 are shown. (a) The mean shift tracker. (b) The mesh shrink tracker.

Fig. 8. Orange sequence. The frames 1, 29, and 107 are shown.
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