Abstract—This paper proposes a novel face super-resolution reconstruction (hallucination) technique, color face images reconstruction of RGB space with an error regression model in multi-linear principal component analysis (MPCA). From hallucination framework, many color face images are explained in RGB space. Then, they can be naturally described as tensors or multi-linear arrays. In this way, the error regression analysis is used to find the error estimation which can be obtained from the existing LR in tensor space. The framework consists of learning and hallucinating process. In learning process is from the mistakes in reconstruct face images of the training dataset by MPCA, then finding the relationship between input and error by regression analysis. In hallucinating process uses normal method by back-projection of MPCA, after that the result is corrected with the error estimation. In this contribution we show that our hallucination technique can be suitable for color face images both in RGB space. By using the MPCA subspace with error regression model, we can generate photorealistic color face images. Our approach is demonstrated by extensive experiments with high-quality hallucinated color faces. In addition, our experiments on face images from FERET database validate our algorithm.
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I. INTRODUCTION

Face super-resolution (SR), also known as face hallucination, aims to recover high quality, high resolution images of human faces from low-resolution, blurred, and degraded images or video. It is used to render a high-resolution (HR) face image from multiple low-resolution (LR)[1] and the color face image can be called tensor objects, 3-D (third-order tensor) with column, row, and color modes [2]. In addition, the most active area of biometrics research, namely, that of face recognition, 3-D face detection and recognition using 3-D information then builds error regression model for learning. Furthermore, color face images are reconstructed from corrected data while error data are corrected by recognizing from the error regression model. In this model, this is finding the relationship between input and error by regression analysis.

The rest of this paper is organized as follows. In Section II, we explain the basic notation and introduce the basic idea in multi-linear principal component analysis (MPCA) in Section III. In Section IV, we propose a novel color hallucination method, using the error regression model in MPCA for RGB color space. Some experimental results are presented in Section V. Finally, conclusions are given in Section VI.

II. BASIC NOTATION

In this paper, scalars are denoted by lower case letters (a, b, ..), vectors by italic upper-case case letters (A, B, ..), matrices by bold upper-case letters (A, B, ..), and higher-order tensors by calligraphic upper-case letters.
\([A, B]\) denotes the transpose of a matrix denotes the pseudo-inverse.

III. BASIC IDEA IN MULTI-LINEAR PRINCIPAL COMPONENT ANALYSIS (MPCA)

The basic idea in MPCA solution to the problem of dimensionality reduction for tensor objects is introduced [11]. In Fig. 1, we show the basic idea in MPCA, an n-mode unfolding of a tensor. An \(\mathcal{A}\) \(\in \mathbb{R}^{k_1 \times k_2 \times \cdots \times k_m}\) for \(I_k = 1, \ldots, N\). The n-mode vectors of \(\mathcal{A}\) are defined as the \(I_k\)-dimensional vectors obtained from \(\mathcal{A}\) by varying the index \(i_k\) while keeping all the other indices fixed. The unfolding of \(\mathcal{A}\) along the n-mode is denoted as \(A_{(n)} \in \mathbb{R}^{r_n(t) \times r_n(n)}\) and the column vectors of \(A_{(n)}\) are the n-mode vectors of \(\mathcal{A}\).

Let the set of tensors be \(\{A_m, m = 1, \ldots, M\}\) and the total scatter of these tensors is defined as

\[
\Psi^{(t)} = \sum_{m=1}^{M} ||A_m - \bar{A}||^2 \tag{1}
\]

where \(\bar{A}\) is the mean tensor calculated as

\[
\bar{A} = (1/M) \sum_{m=1}^{M} A_m \tag{2}
\]

Then, the total scatter matrix of these samples can be defined as

\[
C_t = \sum_{m=1}^{M} (A_{(n)} - \bar{A}_{(n)})(A_{(n)} - \bar{A}_{(n)})^T \tag{3}
\]

where \(A_{(n)}\) is the n-mode unfolded matrix of \(A_m\).

The main objective of MPCA is to define a multi-linear transformation \(\hat{U}^{(n)}\) which denote \(I_n \times P_n\) matrix containing the orthonormal n-mode basis vectors and the matrix \(\hat{U}^{(n)}\) is \(n\)th projection matrix, \(n = 1, \ldots, N\). It can map the original tensor space \(R^1 \otimes R^2 \otimes \cdots \otimes R^N\) into a tensor subspace \(R^1 \otimes R^2 \otimes \cdots \otimes R^N\) with \((P_n \leq I_n\) for \(n = 1, \ldots, N\).

We can define the projection of n-mode vector of \(X_m\) as

\[
y_m = X_m \times_1 \hat{U}^{(1)} \times_2 \hat{U}^{(2)} \times_N \hat{U}^{(N)} \tag{4}
\]

The tensor \(y_m\) can capture most of the variations observed in the original tensor objects, assuming that these variations are measured by the total tensor scatter.

The objective of MPCA is the determination of the \(N\) projection matrices \(U^{(n)}\) that maximize the total tensor scatter \(\Psi^{(t)}\) as

\[
\{\hat{U}^{(n)}, n = 1, 2, \ldots, N\} = \arg \max_{\hat{U}^{(1)} \cdots \hat{U}^{(N)}} \Psi^{(t)} \tag{5}
\]

IV. COLOR FACE HALLUCINATION WITH ERROR REGRESSION MODEL IN MPCA

In Fig. 2, we apply the MPCA to a training image set \(\{x^h, x^l\}\) and training color face images can be defined as \(x^h \in R^k \otimes R^k \otimes R^k\) and \(x^l \in R^k \otimes R^k \otimes R^k\) which are the HR color face image and LR color face image, respectively. Next, standard multi-linear algebra, any tensor can be defined as the product

\[
y^h = x^h \times_1 \hat{U}^{(1)} \times_2 \hat{U}^{(2)} \times_3 \hat{U}^{(3)} \tag{6}
\]

And

\[
y^l = x^l \times_1 \hat{U}^{(1)} \times_2 \hat{U}^{(2)} \times_3 \hat{U}^{(3)} \tag{7}
\]

The tensor \(y^h\) and \(y^l\) can capture most of the variations observed in the original tensor objects, assuming that these variations are measured by the total scatter. Moreover, two sets of tensorPCA subspace projection are obtained, which are \(y^n = [y_{r,s,t}^n]\) and \(y^l = [y_{r,s,t}^l]\) respectively. We use \([y_{r,s,t}]\) to represent a tensor with \(y_{r,s,t}\) as its \((r, s, t)\)-th entry in RGB color space.

We can calculate the value of weight \(w_{r,p}\) from the HR and LR of training sets. Each training image provides one equation to find \(w_{r,p}\) \((p = 1, \ldots, Q_0 \times Q_0)\) where \((Q_1 < J_1, Q_2 < J_2, Q_3 < J_3)\). The Gaussian model is used to evaluate the weighted distance between the projection coefficients and defined as

\[
P(y_r, y^l) \approx \exp \{-\frac{(y_r - w_{r,p} y^l)^2}{2}\} \tag{8}
\]

Next, we can apply Maximum Likelihood estimation to find \(y^h_{r}\) which can be expressed as

\[
y^h_{r} = \arg \max_{\hat{y}^h_{r}} P(y_r | \hat{y}^h_{r}) \tag{9}
\]

In (8), we can rewrite in regression model as

\[
y^h_{r} = \sum_{p=1}^{Q_0 \times Q_0} w_{r,p} y^l_{p} \tag{10}
\]
After the process of face hallucination, we can calculate the error between $y_{x,i}^{h}$ and $y^i$ as

$$e = y_{x,i}^{h} - y^i.$$  \hspace{1cm} (11)

In our proposed technique, we use an error to be useful information. In error estimation, we can use the existing LR features in MPCA subspace or LR training dataset for regression analysis.

V. EXPERIMENTAL RESULTS

In this section, our face hallucination with MPCA in color facial image algorithm is tested against the tensorPCA which is applied in each color channel. We used face images from a subset of FERET databases to form two data sets for training and testing images in RGB color model.

The experiments are conducted with a large number of frontal face images from FERET data set [12], [13] and other collections, which consist of many different races, illuminations and types of face images. In our experiments, we randomly select 500 normal expression images of different persons on the same light condition and other 50 images are used for testing. According to demand, we manually crop the interesting region of the faces and unify the images to the size of $30 \times 30$. We show some example training faces from FERET database in Fig. 3.

In the degradation process, each testing image (LR) is introduced with Gaussian blur with variance 1 and resized by down-sampling $2:1$ $(15 \times 15)$, then we add Gaussian noise with variance $10^{-4}$. To establish a standard training data set, we aligned these face images manually by hand, marking the location of 3 points: the centers of the eyeballs and the lower tip of the nose. These 3 points define an affine warp, which is used to warp the images into a canonical form.

![Fig. 3. Example training faces from FERET database in our proposed algorithm](image)

As shown in Fig. 4-6 (c) and (d), with traditional PCA method, we can observe that dirty disturbance in the global reconstructed images and the results have some noise around the eyes and mouth. In particular, if our proposed method is implemented with 100 percent of PCA, the results will become similar to the original HR facial images. Additionally, the details in our hallucination results such as eyes, noses, lips and eyebrows quite different from the original HR images.

![Fig. 4. Some of experimental results (RGB color model) with an error regression model in MPCA method. (a) original HR images $(30 \times 30)$; (b) input LR images $(15 \times 15)$ with noise, motion and blur in LR images;(c) face hallucination result with 90 percent traditional PCA; (d) different image of face hallucination result with 90 percent traditional PCA; (e) face hallucination result with 90 percent tensorPCA; (f) different image of face hallucination result with 90 percent tensorPCA; (g) face hallucination result with our proposed method; (h) different image of face hallucination result with our proposed method;](image)

VI. CONCLUSION

In this paper, we propose a novel hallucination technique which can reconstruct the color face images in RGB color models. The color face images are presented in an error regression model and the multi-linear principal component analysis (MPCA) is applied to capture the most of the original tensorial input variation. For testing our proposed method, we used facial images from the FERET database to validate the algorithm. The experiments clearly
analysis (MPCA) is applied to capture the most of the original tensorial input variation. For testing our proposed method, we used facial images from the FERET database to validate the algorithm. The experiments clearly demonstrated that we can generate photorealistic color face images by using the MPCA subspace with regression model and our hallucinated approach is suitable for RGB color spaces. We also implemented the hallucination method with tensorPCA in case of independent color channel in each color space such as RGB color model. The results showed that it can reconstruct the reasonable HR color face images. The performance of our novel color hallucination technique was observed to be better than that of the tensorPCA which is applied in each color channel.

ACKNOWLEDGEMENT

The authors are grateful to thank the Department of Electrical Engineering which is mainly supported by Faculty of Engineering Mahidol University. The research in this paper uses the FERET face database collected under the sponsor by the Department of Defense's Counterdrug Technology Development Program through the Defense Advanced Research Products Agency (DARPA)

REFERENCES