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Actually, the user farthest away AP j is not necessarily 
subject to the strong interference because it may be far from 
interference source. Hence, we consider another special case, 
where we set weight factor equal to 1 for the users with 
lowest SINR, and the others equal to 0. We call this case as 
case II. 

We propose the algorithm for Case I that each AP can 
execute it in a distributed way as shown below in Algorithm 
1. 

 
Algorithm 1    Dynamic Channel Assignment (AP j  ) 

Initial assignment jC  

GatherI ( ) 
DistanceFarGet ( ) 
WeightGet ( ) 
Objective ( ) 

for Kk ,,.1=  
     GatherII ( ) 
     Objective ( ) 
     if  )(  )(  jCObjectivekObjective > then 

           kC j ←  

          )(  )(  kObjectiveCObjective j ←  

end if 
end for 
return jC  
 
Algorithm 2    Dynamic Channel Assignment (AP j  ) 

Initial assignment jC  

GatherII ( ) 
SINRMinGet ( ) 
WeightGet ( ) 
Objective ( ) 

for Kk ,,.1=  
     GatherII ( ) 
     SINRMinGet ( ) 

 WeightGet ( ) 
     Objective ( ) 
     if  )(  )(  jCObjectivekObjective > then 

           kC j ←  

          )(  )(  kObjectiveCObjective j ←  

end if 
end for 
return jC  
 
GatherI ( ) is a procedure that is used to gather SINR 

statistic and location information from each associated user. 
DistanceFarGet ( ) is a procedure that the AP j computes 
distance between itself and its users to decide which user is 
farthest away AP j  . WeightGet ( ) is a weight assignment 
procedure. Objective ( ) computes objective function (4).  
GatherII ( ) needs to gather SINR statistic which is reported 
by each associated user.  

Next, we propose the algorithm for Case II that each AP 
can execute it in a distributed way as depicted in Algorithm 2. 
SINRMinGet ( ) is a procedure to decide which user has 
lowest SINR. Because different channel assignment will 
produce different SINR value, the user with lowest SINR 
may be different. Hence, SINRMinGet ( ) and WeightGet ( ) 
are included in loop. 

After assigning the channel, we calculate the data rate iR  

of user i by Shannon’s capacity theorem [11]. 

(6)                           )1(log2 ii SINRBR +×=  

where  B  is the physical channel bandwidth in Hertz. The 
total throughput of AP j  is the sum of data rates of all users 
associated with AP j  . In the next section, we will compare 
the total throughput and the minimum user SINR of each AP 
by using our DCA and the other three channel assignment, 
namely the AklMaxSINR [4], Hminmax [1] and all APs 
assigned in the same channel (AASC). 

 

 
Fig. 3.  Comparison of minimum SINR 

 

 
Fig. 4.  Comparison of average SINR  

 

 
Fig. 5.  Comparison of  total throughput 

 

III. PERFORMANCE EVALUATION 
In this section, we verify our DCA algorithms 

effectiveness by great quantity simulations. We will compare 
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