
  

Abstract—When Materials are machined with subtractive 

manufacturing the material will be chipped resulting in 

scrapings of the base material. Those scrapings can get tangled 

up with the tool, leading to damages of the part and-or the tool. 

Currently, the machining will continue until the assigned 

worker notices the chip buildup. Then there already could be 

scrapings and damaged parts must be machined again. To 

prevent this issue, a mounted camera capture images of the 

machine tool. These pictures will be classified by an Image 

Classification model differentiating between tangled up and 

harmless scraps. A Residual Convolutional Neural Network 

was trained to learn the difference between the two classes on a 

very limited labeled dataset. When a harmful type of chip is 

recognized by the Image Classification model, preprogrammed 

measures can be initiated e.g., stopping the process, changing 

the tool, or changing the process parameters. This should 

contribute to the possibility to get the maximum service life 

from each tool without the need of highly specialized personal 

supervision of the whole machining process while also 

minimizing the chance of tool breakage. 

 
Index Terms—Image classification, convolutional neural 

network, residual networks, data augmentation. 

 

I. INTRODUCTION 

Depending on the material and the machining process, 

chips are produced during the subtractive machining of a 

work piece. These chips can have a negative influence on 

the process, ranging from slight damage to the surface to the 

production of a scrap part due to tool breakage. 

By analyzing the chips produced by an optical system an 

undesirable chip development (Fig. 1) can be detected and a 

corresponding reaction by the user of the machine or the 

machine itself can be initiated to break the chip or to replace 

the tool in use. Possible machine reactions could be to 

change the cutting speed or a brief reversal of the direction 

of rotation of the tool to break the chip or similar. Best case 

is the development of a short chip that breaks on the tool 

itself leading to a short chip that falls of and is washed away 

by the coolant. 

This type of chip is called short chip and is desirable. 

Less favorable is a chip that does not break and grows on 

the tool: the so-called long chip. Short chips rarely cause 

scratches on the surface of the work piece. A long chip, on 
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the other hand, often scratches the surface of the material 

due to the chip turning along the tool - in addition, the chip 

can wrap around the tool, which also has a negative effect. 

In extreme cases, the resulting chip can "clog" the tool, or 

the resulting forces become so great due to the coiled chip 

that the tool can break.  

 

 
Fig. 1. Chips coiling around the tool might result in tool failure. 

 

II. RELATED WORK 

The topic of failure detection has been researched in 

different fields like 3D printing [2][1] Medicine [2] or 

semiconductor production [3]. But so far there has been no 

failure detection for metal machining. In all that research, 

CNNs with trained data has been used to classify failures. 

But in contrast to our issue, usually the networks are trained 

to detect failures after the part is machined, so the material 

is already wasted. In our case, we detect the symptom 

(coiled chips) to stop any material waste before it happens. 

 

III. OBJECT DETECTION AND OBJECT CLASSIFICATION 

To solve the problem of chip classification first it had to 

be determined if an Object Detection Algorithm or an 

Object Classification Algorithm is the method of choice. 

Object detection uses a Neural Network searching for all 

objects in an image and outputs their position data. Since in 

this project the installed camera is always in the same 

position relative to the tool (Fig. 2), the use of object 

detection is unnecessary. In addition, object detection is 

associated with a higher effort since the positions must also 

be determined when processing the training data [4]. 

With Object Classification the Neural Network analyses 

an image and only outputs what type of object is located on 

the image which is sufficient for the set goal. 

KI Based Chip Classification for Detection of Unwanted 

Chip Buildup 

Joshua Hermann, Roman Radtke, Aibek Kabanbayev, Junisbekov Mukhtar Shardarbekovich, and 

Alexander Jesser 

International Journal of Future Computer and Communication, Vol. 11, No. 4, December 2022

79doi: 10.18178/ijfcc.2022.11.4.592



 
Fig. 2. The camera is mounted in a fixed place in the machine related to the 

tool position hence Object Detection is obsolete. 

 

IV. CNN ARCHITECTURE AND CLASSIFICATION 

The basic type of a Neural Network is the "Convolutional 

Neural Network" (CNN). Convolution describes the process 

of parsing an image with a constant sized section (e.g. 3x3 

pixels), and evaluating each of these sections. While in 

signal processing a predefined function is often used to 

evaluate these image sections in CNN it is this function that 

is learned during training of the network in a prior step. It is 

also important to note that convolution reduces the size of 

the image depending on the core size. This structural change 

must be considered when creating a CNN with multiple 

layers (see Fig. 3).  

Consequently, after the convolution operation, a map of 

the image is obtained. In this map all important areas that 

could contain the searched object are marked. Now the 

areas which were evaluated best are selected and passed on 

to another non-convolutional Neural Network [5]. 

This Neural Network will then output the classification. 

To do so it is important that the last layer is exactly as large 

as the number of object classes. In our project we want to 

detect chips building up around the tool as a worst-case-

scenario and hence have two classes: chip winding or no 

chip winding. Therefore, the last layer of our network has 2 

parameters which also resemble the output of the 

classification. These values are finally normalized using a 

softmax function. Thus, the sum of all values is always 1 

and we can see the confidence for each parameter 

respectively each class. If for example the first value is 0.25 

and the second value is 0.75 the confidence value for no 

chip buildup is 75%. 

 
Fig. 3. Functionality of a 2D convolution with a 3x3 pixel core in a 5x5 pixel image. 

 

V. SELECTION OF THE NETWORK 

The procedure described above was used to set up a 

model called Visual Geometry Group. Depending on the 

number of convolutional layers the Model is called VGG16 

or VGG19 with sixteen respectively nineteen layers of 

depth. Even though this approach seemed suited the 

computing power of the edge device to be used in the 

tooling machine is limited- for this reason there are better 

suited computational methods.  

According to research done by Microsoft [6] a CNN with 

higher layer count leads to more training loss. This means 

that the network could not be further optimized above a 

certain size. One can imagine that after each convolutional 

layer, the image is displayed blurrier and blurrier than 

before until it is so blurry that nothing can be seen. To solve 

this problem the here used Residual Network (ResNet) 

algorithm was created [7]. ResNet builds a sum of the 

output layer values with the input values after every two 

convolutional layers. Doing so the input values will be 

partly retained leading to less training loss in deeper 

networks. 

 

VI. PRETRAINING 

To save time and enhance the recognition ability a 

Network with pre-trained parameters will be used [8]. These 

Networks have already been trained with different Datasets- 

in this case ImageNet dataset was used by default. The 

trained parameters are already introduced to the Network to 
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recognize important areas in an image. Since only a small 

amount of data is available for the contrived problem of 

recognizing chip windings the network does not need to be 

trained with huge amounts of sample data to be able to 

fulfill the planned task of classifying chips. Independent of 

this the ResNet needs to be trained with specific case 

dependent data. 

 

 
Fig. 4. Graphs for the accuracy (top) and error (bottom) of ResNet during 

training. 

 

In this process the pre-trained parameters only need to be 

improved resulting in higher accuracy with shorter training 

time (see Fig. 4) [9]. It can be seen that the outcome of the 

pre-trained networks shown in blue is much better than the 

outcome of the non-pre-trained ResNet shown in red [10]. 

This outcome is comparable for training data (Fig. 4 left) 

and validation date (Fig. 4 right). This process is also called 

transfer learning [11]. A pre-trained network is not only 

more accurate but also requires less training time. 

 

VII. DATA AUGMENTATION 

Of great importance even if using a pre-trained network 

is the amount of training data fed to the network. A large 

Network is desirable to get good results but with growing 

Network size also the amount of needed training data grows 

accordingly [12]. Too little training data for a large network 

leads to so called overfitting which in consequence leads to 

worse validation metrics in relation to the training metrics. 

Since there are only a few images available for the problem 

of chip tangles this problem can occur very quickly in our 

specific case. The overfitting is usually expressed by the 

fact that the network outputs a recognition probability of 

100% for some images. This effect is caused by the fact that 

the model has only learned the training images without 

really adapting the network to them and delivers wrong 

results for new images for recognition and classification. 

One way to tackle this problem is to artificially generate 

more images then available which still provides the data 

needed for an identification of the object to be recognized. 

This process is well known and is called data augmentation 

[13]. This involves randomly transforming a portion of the 

images before training [14]. These transformations can 

include rotations, distortions, color changes and missing 

pixels (Fig. 5). 

 

 

 
Fig. 5. Example of data augmentation: 4 leftmost images will be 

augmented leading to the 4 rightmost images (image 1 to 5, 2 to 6, etc.). 

 

 
Fig. 6.  Classification results depending on training steps. 

 

The outcome of adapting the pre-trained network to some 

validation images shows that the generated model can 

provide good classification results (Fig. 6). 

 

VIII. DEPLOYMENT 

In the tooling machine the system was tested in the 

Machine learning algorithm is executed on an edge device 

(Craft4EDGE) from Craft4 (https://www.craft4.de/). The 

Artificial Intelligence has been integrated in the running 

Linux System on the edge Device parallel to the existing 

Application Programming Interface making it possible to 

access the algorithm locally by using the http protocol.  A 

Java-based software from the company Craft4 is used to 

interrupt the CNC machine in case of chip winding. As a 

reaction on the unwanted condition the machine changes the 

direction of the tool rotation- if this is unsuccessful a 

machine operator will be informed to remove the chip 

winding manually. 

During the tooling process the API of the Edge Device 

does a cyclic http request to the AI module leading to 

capturing of an image with the installed camera of the tool 

which gets evaluated by the AI. In response, the software 

receives the following information as a JavaScript Object 

Notation (JSON) stating if unwanted chip buildup was 

detected or not (Listing 1). 

 

{ 

    "resultClassCode": int | 1 oder 0, 

    "resultMessage": string | 1: "Spanwicklung"; 0: "keine 

Spanwicklung", 

    "resultProbability": float | zwischen 0 und 1, 

    "speed": float | Zeit in s, 

} 

 
Listing 1.  Code to generate the JSON 

 

IX. RESULTS 

The algorithm developed here provides good results after 

training with presented images and their augmented 

counterparts to detect unwanted chip buildup which is one 

of the main causes of tool breakage.  

The trained ResNet has a training accuracy of 99.78% and 
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a validation accuracy of 99.66% when tested with 

comparable test images showing that the introduced method 

is accurate enough for the task of recognizing unwanted 

chip buildup.  

 

X. SUMMARY 

This work shows that it is advisable to use Artificial 

Intelligence in conjunction with image-processing 

technology since chip development in a subtractive 

manufacturing process can be used to draw a variety of 

conclusions. An evaluation of the image data obtained with 

a camera in the machine tool by means of an AI-based 

algorithm is particularly expedient, since such a system can 

recognize sub-optimal chip production and react 

accordingly. 

Further research must be done to be able to determine 

more different types of shavings enabling the user to draw 

more different conclusions using the system. 

To be able to detect more pattern the system needs to be 

trained with more images and different types of scenarios. 

The method in its current state is nonetheless very useful 

to enable the detection of at least one critical type of chips 

during the tooling process and leads to saved costs and the 

need of less trained personal to watch the process. Using 

this system, the production of rejects is reduced leading to 

significant savings of raw material and time in the process. 

With the successful implementation of the project, an 

important prerequisite for the successful application of 

image-based manufacturing analytics methods for the 

detection of excessive tool wear in machine tools has been 

created. 
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