
  

  

Abstract— With the evolution of the Internet, trafficking has 

broader and borderless operations targeting virtual spaces 

where individuals of different ages can be subjected to cyber 

trafficking. Despite the government's efforts to combat cyber 

trafficking, the growing number of cases is alarming. One 

apparent reason is that traffickers keep advancing their 

technical strategies, so it becomes more challenging for law 

enforcement to investigate complex and transnational 

organized crime. Thus, this paper presents the development of a 

cyber monitoring and trafficking web application integrated 

with a web scraper that identifies websites with a high 

probability of being used in cyber trafficking activities. The web 

scraper was written using Beautiful Soup. With the result of the 

sensitivity analysis conducted in the study, beautiful soup was 

determined to be the most suitable tool for developing web 

scraping algorithms based on performance, portability, and 

accuracy compared with the Scrapy and Selenium tools. Upon 

the initial testing of the developed prototyped in tracking and 

monitoring suspected cyber traffickers, it was able to scrape 45 

potential trafficking websites. The initial testing result shows 

that this kind of application integrated with a scraper to 

identify cyber traffickers with a visualization dashboard can 

help law enforcement officers identify, track, and monitor 

online traffickers easily and quickly. 

 
Index Terms—Beautiful soup, selenium, scrapy, cyber 

trafficking, cyber trafficking monitoring application, scraping 

tools, selenium, web scraping. 

 

I. INTRODUCTION 

For several years, human traffickers exploited victims 

from different countries. In the Philippines, a significant 

number of overseas workers became victims of sex 

trafficking or labor trafficking in numerous industries: 

industrial fishing, shipping, construction, manufacturing, 

education, health care, agriculture, domestic work, janitorial 

service, and other hospitality-related jobs. Most of these 

victims reported experiencing forced labor, illegal 

recruitment, and sex trafficking [1]. Many young and old are 

at high risk of trafficking at any given time and place. The 

incident worsened in the country with the advent of the 

COVID-19 pandemic, which increased sexual exploitation 

using the internet. Law enforcement reports indicate that the 

Philippines is one of the largest known online sexual  
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exploitation sources of children. Traffickers sexually exploit 

children, individually and in groups. Sometimes these are 

conducted in live internet broadcasts in exchange for 

compensation wired through a money transfer agency by 

individuals, most often in another country, including the 

United States, Australia, Canada, and the United Kingdom 

[2]. 
Within just six months, according to [1], 1,434 females 

were victims of sex trafficking in the Philippines. As stated 

in [3], the ratio between the number of convicted traffickers 

and the victims is 1:5. Note that there are still many 

unreported and unvalidated cases as many traffickers 

brainwash their victims [4]. Many trafficking victims report 

the incident to their local police station, but the case is often 

not pursued for different reasons. These cause more 

challenges for the Philippine law enforcement agency to 

track and collect suspected traffickers.   
The secretive nature of trafficking, especially done online, 

makes it nearly impossible to collect accurate data on the 

number of victims and, most importantly, to identify and 

catch the traffickers. The lack of a centralized database for 

tracking illegal recruitment and human trafficking continued 

to hamper the government's efforts to prevent trafficking and 

hold traffickers accountable. 
The number of trafficking cases is still alarming despite 

the government's efforts. One apparent reason is that 

traffickers keep advancing their technical strategies, so it 

becomes more challenging for law enforcement to 

investigate complex and transnational organized crime. 

Indeed, in many countries, trafficking is still a new crime 

involving "new and untested laws" [3].   
Trafficking is a serious issue that must be dealt with by 

the government and others who have the ability and care for 

society. Thus, research studies and other related project 

studies would be very relevant. Crime detection and 

monitoring is one new field where mobile technology is 

gaining great utility. Some recent studies have focused on 

identifying traffickers in advertisements and social media 

posts using semi-supervised algorithms, such as the studies 

of [6, 7]. 
 In the Philippines, the first monitoring facility for 

trafficking, particularly cyber trafficking, was launched in 

late 2020. But according to the interview of Justice Guevara 

stated in this article [5], "expertise does not come overnight." 

Although the facility has the latest hardware and software, 

there are no proactive approaches yet in combating cyber 

trafficking, such as utilizing machine learning algorithms to 

determine the cyber trafficking websites quickly. Most of 

these current schemes and interventions are very reactive. In 

which early detection and tracking of potential victims and 

perpetrators are crucial. Therefore, this project piloted a 

proactive approach to anti-cyber trafficking by preventing the 
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crime right before it started. This paper presents a Cyber 

Monitoring and Tracking Application that would greatly help 

government agencies to combat cyber trafficking crimes. In 

addition, the result of the web scraping tool's sensitivity 

analysis in portability, accuracy, and performance conducted 

in this study could be referenced by other researchers in their 

future related research. 

A. Objectives 

The project aims to develop a website tracking application 

for the suspected cyber trafficking platform.  

Specifically, the project aims to  

• Determine the scraping tool appropriate for the project in 

terms of portability, accuracy, and performance; 

• Develop a scraping algorithm that will scrape 

websites based on the identified keywords;   

• Develop an application integrated with the 

scraping algorithm that identifies the suspected websites. 

B.  Significance 

As proposed in this paper, an application that integrates a 

predictive classification analysis will help promote parents' 

awareness of these hidden transactions in cyberspace, 

especially since even small children are widely known targets 

of human trafficking. With this proposed project, early 

detection of possible or suspected websites can help save the 

lives of children by preventing transactions from those 

websites.  

In addition, this could be useful to law enforcement 

agencies. It is an excellent line of defense to act on early signs 

of human trafficking before it has taken a victim. It will be a 

great tool for law enforcement agencies to analyze 

transactions on the web, which is the most notorious place to 

execute illegal transactions faster. In this way, law 

enforcement can develop a task force to watch over red flags 

identified by the algorithm. Scrutinizing each online 

transaction would be much easier for law enforcement 

agencies, allowing them to act on the concerns of a larger 

community in need of their assistance.   

 

II. TRADEOFFS AND SENSITIVITY ANALYSIS 

A. Web Scraping Tools 

Beautiful Soup, Scrapy, and Selenium web scraping tools 

were analyzed in this study to determine the most reliable 

web scraper for the project. Beautiful Soup is a library that 

allows you to quickly and easily extract information from 

HTML. It is commonly used for web scraping projects in 

practice. Scrapy is a web scraping API that allows you to 

scrape the web without getting blocked. It was designed to 

scrape the web, but it can also be used to extract data via APIs 

or as a general-purpose web crawler. Selenium is an 

open-source web-based automation tool. It is primarily used 

for testing in the industry, but it can also be used for web 

scraping. The tools were tested and compared the portability 

in terms of memory consumption, accuracy, and performance 

to determine how the tools would function on the application. 

B. Summary of Web Scraping Constraints 

Table I summarizes the results of evaluating the three web 

scraping tools’ portability, accuracy, and performance. 

 
TABLE I: SUMMARY OF CONSTRAINTS AND TRADEOFFS 

Web Scraping 

Tool 

Response 

Performance 
Portability 

links 

scrape 

Beautiful Soup 5.416 0.001 MB 241 

Scrapy 0.433 69.3 MB 213 

Selenium 3.966 19.3 MB 279 

 

Three trials were conducted to determine the response time 

performance of the tools, and the result was averaged. For the 

portability criterion, it was based on the memory 

consumption of each web scraping tool. Meanwhile, the 

accuracy was based on the number of data gathered from 

each web scraping tool. Scrapy takes the shortest time to 

execute compared to other web scraping tools in terms of 

performance  

Eqs. (1-2) were used in the sensitivity analysis of the tools 

based on the set criteria. HV indicates the higher value rating 

and LV for the lower value rating. The first step is to get the 

percentage difference of the value rating result of the 

criterion; the tools then, the last step is to determine the 

subordinating rank. 

 

                     %difference = (HV – LV)/HV                        (1) 

  

Subordinate rank =Governing rank - [(%difference) x 10] (2)  
 

The ranking value of eight (8), nine (9), and ten (10) was 

based on their ratings in each specified criterion, with ten as 

the highest. These values were used in Eq. (2) as the 

governing rank to validate the subordinate rank further. 

Meanwhile, Table I shows that BeautifilSoup has the most 

minimum memory consumption than the other two web 

scraping tools. Thus, in this criterion, BeautifulSoup got the 

highest rank of ten (10). 

In terms of accuracy, based on the number of more 

accurate links scraped by the tools, Selenium got the highest 

number of scraped data compared with the two scraping tools. 

This time, Selenium got the highest ranking in this criterion. 

C. Sensitivity Analysis 

After accumulating three requirements of the three web 

scraping tools on the various constraints, the total rank of 

each criterion was calculated to determine which is 

considered the most reliable and most effective web scraping 

tool for the proposed application. 
 

 
Fig. 1. Summary of Sensitivity Analysis 

International Journal of Future Computer and Communication, Vol. 12, No. 1, March 2023

20



  

TABLE I: SUMMARY OF CONSTRAINTS AND TRADEOFFS 

Criteria Criterion’s Importance  

(On scale 1-10) 

Beautiful Soup Scrapy Selenium 

Performance 9 0.8 7.20 10.00 90.00 1.09 9.81 

Portability 8 10.00 80.00 -0.89 -7.12 0.3 2.40 

Accuracy 10 8.64 86.40 7.63 76.00 10 100.00 

TOTAL RATING  173.60 158.88 112.21 

 

In evaluating how one criterion varies from the others 

under a specific set of assumptions, a sensitivity analysis was 

employed using the 10-9-8 Criterion Rank of Web Scraping 

Tools. Table II shows the summary of 6 combinations of 

sensitivity analysis for each criterion. 

As we can see in Fig. 1 and in Table II, Beautiful Soup 

emerges as the best suitable web scraping tool for this project, 

winning most of the complexity analysis. 

 

III. PROTOTYPE DEVELOPMENT 

There were 23 keywords used for scraping the suspected 

trafficking websites. Cybersecurity consultants suggested the 

initial keywords used for tracking the websites. Other 

keywords were picked from the first few websites that were 

scraped using the initial keywords. 

The scraper was developed using Python programming 

language in the environment of Visual Studio (VS) Code. 

The scraper works by having a supplied set of keywords used 

as the identifier of the different cyber trafficking websites 

online. These keywords are stored in a google sheet file, 

which the scraper will access through Google API once 

integrated into a cloud server. But for this prototyping project, 

the database to store the suspected trafficking websites was 

set up on a local server for development.  

The scraping process starts by getting the keywords from 

the google sheet file. The main function then uses these 

keywords to scrape the web for websites that contain these 

keywords. The scraped websites were then saved with the 

following column labels: URL, keyword, classification, 

keyword_count, and date.  

The tagging of website classification was done manually, a 

team member was assigned to visit and validate the website if 

it was a trafficker.  

Twice within a week of testing, the prototype of the 

proposed application was able to scrape 64 websites.  

However, some websites were duplicated. The total 

distinct websites were trimmed into 45. 

The project’s prototype was developed using VueJS 

Framework. The database was integrated into the proposed 

cyber trafficking application.  

 

 
Fig. 2. Manage users. 

 

An interactive and user-friendly dashboard contains the 

main menu of the application. The other parts or pages of the 

application are the tables that show the list of websites stored 

in the database subject for monitoring and validation and a 

list of keywords used for scraping. 

The following images are some of the screenshots of the 

proposed application. 

Fig. 2 shows the interface for managing users of the 

application such as setting the roles of the users. The admin 

can add, delete or edit users listed in the table. Only those 

with login credentials can access the application. 

 

 
Fig. 3. CMATA dashboard. 

Fig. 3. Shows the dashboard of the application. Once the 

user successfully logs into the application, the default 

homepage would be the dashboard, which will show some of 

the visualizations of the database. 

 

  
Fig. 4. Manage keywords. 

 

Fig. 4 shows the interface for managing keywords used to 

scrape websites. On this page, the user can decide whether to 

use the current list of keywords available in the database or 

add new keywords for scraping new websites. The user may 

also select when the application scrapes from the internet. 

Options can be daily, weekly, or monthly. 
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Fig. 5. Notification page. 

Fig. 6 shows the notification page containing the website's 

status and keywords list. Links are also clickable, so the user 

has the option to redirect to that website. 

 

IV. CONCLUSION 

Technical constraints analysis and tradeoffs helped 

determine the best scraping tool suitable for identifying 

suspected cyber trafficking websites. 

Based on the analysis result and the overall performance 

concerning speed, portability, and accuracy, Beautiful Soup 

is a powerful tool specifically for identifying trafficking 

websites.  

The prototype developed using the vueJS framework 

integrated with the web scraper using Beautiful soup was able 

to scrape 45 suspected trafficking websites. 

Even with just an initial rapid test, the prototype exhibits a 

significant tool to identify and monitor websites used by 

cyber criminals to lure and exploit their targeted victims, 

especially the young and vulnerable ones. With the simple, 

easy-to-use interface of the application and interactive 

dashboard, law enforcement agencies can act quickly to halt 

transactions of the suspected websites and take immediate 

action against the traffickers. 
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