Abstract—Concurrent processing of sophisticated tasks on mobile devices could consume a lot of energy and processing time because of their limited resources. In order to offload mobile devices, some tasks are uploaded to the cloud server for execution. However, it is very difficult to choose which tasks to upload to the cloud because it needs to ensure two requirements: Optimizing energy costs and optimizing execution time costs. In this paper, we introduce a method to offload mobile devices when it processes multiple tasks concurrently. By applying the proposed energy automata from previous studies, our method allows for the identification of factors influencing the energy consumption and execution time of tasks, while also proposing an objective function and algorithms to make the offloading decision. When we applied the proposed method to an actual image processing application to process 1000 photos on a mobile device, it could save a maximum of 24.1% of energy, 37.6% of processing time, and an average of 18% of energy, 21% of processing time compared to non-offloading.

Index Terms—Android, computation offloading, mobile cloud computing, power model

I. INTRODUCTION

In recent years, mobile devices have developed briskly. Nowadays, mobile devices are used for many different purposes instead of making calls as before. The computing needs of mobile devices increase rapidly due to processing a lot of complex tasks. However, all mobile devices have certain limitations in terms of processing ability and energy. In order to offload on mobile devices, researchers have applied computational models such as Cloud Computing (CC) or Mobile Cloud Computing (MCC). In MCC, tasks on the mobile device can be uploaded to the cloud server for processing to optimize performance for the mobile device [1−4]. Recent research has proven that offloading to the cloud has enhanced processing ability and energy savings for mobile devices [5−7].

When the mobile device processes a task, the mobile device consumes an amount of energy and time to process. On the contrary, if the task is uploaded to the cloud server to process, the mobile device will consume time and energy to send and receive data to/from the cloud server. In the condition of a good network, high data transfer rate, uploading the task to the cloud server will be convenient and consume less time. However, in the condition of a slow network, mobile devices will consume a lot of time and energy. Therefore, making offloading decisions (uploading a task to a cloud server for processing) is the most important problem of offloading methods for mobile devices.

Two problems that researchers need to solve when offloading to optimize energy consumption and execution time are:

Firstly, making an offloading decision depends on the results of the calculation of the mobile device's energy consumption. In order to calculate the energy consumption of mobile devices while executing tasks, researchers use two main methods: estimation and measurement. In the problem of making the offloading decision, the energy consumption must be calculated before making the decision. Therefore, measurement methods using specialized measuring devices cannot be used in this case. The main method used by researchers is the method of estimation based on mathematical models. Most of the published research does not describe clearly the method of estimation, but the estimation error can affect the offloading decision.

Secondly, making an offloading decision must simultaneously ensure two main issues: minimizing energy cost and execution time. Some studies focus on optimizing energy costs when making offloading decisions [8−12]. However, it is a fact that process execution time may take longer. Some other studies focus on minimizing the execution time of tasks [13−16], that do not analyze the energy costs when offloading to shorten the execution time. Hence, the result is that mobile devices experience dropping energy rapidly. Some studies such as [17−20] have provided solutions to optimize both time and energy costs, but the possibility of doing this is very little.

In order to solve those two problems, in this paper, our approach propose an approach to make the offloading decision for the mobile device when processing some independent tasks. To accurately estimate the energy consumption, the study uses the power automata, which were presented in the previous study [21]. This power automata allows estimating the energy consumption in different use cases based on the analysis of program source code. Next, we calculate the factors that affect the energy cost and execution time in two cases: Execution on the mobile device and execution on the Cloud Server Execution to build a multiplicative function, which aims to determine which is the most optimal execution case.

The layout of this paper is organized as follows: Section II introduces the related works to offloading calculation and our previous research on the method of estimating energy consumption. Section III presents our approach to offloading for mobile devices, which aims to optimize simultaneously both energy consumption and task execution time. Section IV analyzes the factors that affect energy consumption and
execution time. Section V describes the formula for calculating energy and time costs based on the factors, which was identified in Section IV. In Section VI, we build the objective function and introduce the algorithm to make the offloading decision, which aims to optimize multi-objectives. Subsequently, the study applies the proposed method to specific cases, and the most optimal result is presented in Section VII. Section VIII concludes the work done and gives oriented development.

II. RELATED WORK

In this section, the paper presents our previous research on the method for estimating energy consumption for mobile devices based on analyzing program source code. Subsequently, the paper presents some related works to offloading calculations and the problems to be solved.

A. Estimating Energy Consumption for the Mobile Device

As shown in research [21], the first thing we have to do to estimate the energy consumption of the mobile device is to analyze the operating states of each hardware. For example, the operating state of the audio transmitter under the control of the software source code is presented in Fig. 1.
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There, we use Energy Automata to model the energy consumption across the hardware. Eg:

\[ A_{audio} = (Q_{audio}, \delta_{audio}, \epsilon_{audio}, \omega_{audio}, F_{audio}) \]

Subsequently, we merge and optimize the power automata of the hardware to become the power automata for mobile devices:

\[ A_{audio} = (Q_{audio}, \delta_{audio}, \epsilon_{audio}, \omega_{audio}, F_{audio}) \]

After determining the energy states of the device, we determine the energy consumption coefficient and the lifetime in each state, thereby estimating the total energy consumption for each specific use-case.

In summary, our previous research helps us estimate energy consumption for use cases by analyzing the program's source code.

B. Offloading for the Mobile Device

There are many studies on offloading in mobile cloud computing, such as offloading data, offloading energy consumption, or offloading to optimize performance. Some studies focus on saving energy [8, 22, 23], while others focus on reducing the task execution time of the mobile device. There are very few current studies that can simultaneously optimize both energy consumption and execution time. Most of them only focus on an optimization goal.

1) Saving Energy: Some studies such as [10–12] provide the approach by determining the parts that will be reduced in the program. They calculate the energy consumption for each function in the program that aims to construct a graph that includes energy consumption paths and then use algorithms to choose the least energy consumption path. In addition, the studies [24–29] use energy models to calculate energy consumption, thereby making offloading decisions for energy-intensive tasks. However, those studies overlooked some important factors that affect the offloading decision such as Network speed, the processing speed of mobile devices, or data traffic to send and receive to/from the cloud server.

2) Saving execution time: In order to reduce the execution time, some studies [14–16] upload data or a part of a program to the cloud server for execution. Researchers identify parts of the program that are likely to take a large amount of processing time and then upload them to the cloud server to save time. These studies test for small software, and may not work for more complex software.

3) Simultaneous saving of energy and time: Both energy and execution time are important requirements in the offloading process. However, there are few studies that can simultaneously optimize both of these objectives [25, 26]. The studies [17, 18] provide the partial offloading solution, and researchers also consider simultaneously both of two factors: time and energy. However, both of these studies suggest that energy consumption is proportional to execution time, which is not exactly in some cases. Moreover, these studies have not provided a method to estimate energy consumption before making the offloading decision.

In this paper, we use the results of previous research as a premise for accurately estimating the energy consumption of the mobile device when executing tasks. Based on the analysis of influencing factors, we construct an objective function that ensures to optimize both energy and time. Our proposed method also solves the two problems mentioned in Section I.

III. METHODOLOGY

In this section, we describe the overview of the offloading model for mobile devices when processing n independent tasks. These tasks do not depend on each other and can be executed independently. In order to make it easier to distinguish which tasks are executed on the mobile device and which tasks are executed on the cloud server, we assign each task a label with a value of 0 or 1. In which, 0 represents the execution on the mobile device, and 1 represents the execution on the cloud server.

Hence, there are many cases that can be performed to execute the tasks. First of all, we need to define an execution case.

Definition 1: An execution case of tasks (referred to as an execution case) is the process of executing all tasks. In which, each task is executed on the mobile device (labeled as 0) or is offloaded by executing on a cloud server (labeled as 1). An execution case of tasks is represented by a sequence of “0, and 1”.

Consequently, the problem of offloading (also known as finding the optimal execution case) will become the problem of finding a sequence of n numbers “0, and 1” such that the total energy and time cost when executing according to that sequence is the most optimal.
In order to determine the total energy cost and execution time for all tasks, we need to determine the energy and time costs for each task. The energy and time cost of a task depends on many factors such as: CPU speed, sending/receiving data speed, data size, and processing complexity of each task. After determining the total energy cost and execution time for all tasks in different cases, we choose the most optimal execution case.

Fig. 2 depicts our approach to offloading on mobile devices:

Tasks: Tasks are a set of $n$ ($n$ is a positive integer) independent tasks that need to be processed on a mobile device. The source code of the tasks is used to analyze the information, which aims to build the energy-state model, estimate the energy consumption in the cases and calculate the time to send and receive data, and execution time.

Collect Factors: The process of determining the values of the factors that affect energy consumption and execution time will be done at this step. The analyzer system will aggregate information from Cloud Server Information, Mobile Devices, and Tasks.

Calculate Time & Energy Cost: At this step, the calculator system will base on the values of the factors determined in the previous step to calculate the execution time and energy consumption for each task in both cases: Execution on the mobile device and execution on the cloud server.

Make Decision: Based on the parameters of execution time and energy consumption for each task in both cases (execution on the mobile and execution on the cloud server), the offloading algorithms will base on the objective function to decide which task to offload.

Result: The result of offloading for each task will be represented by labeling each task, specifically:

- Tasks that are offloaded will be labeled with the number 1 and then will be uploaded to the cloud for processing.
- Tasks that are executed on the mobile device will be labeled with the number 0.

Offloading: For offloaded tasks, all input data will be uploaded to the cloud server for processing, and the output results will be downloaded to the mobile device after the server completes the processing.

IV. COLLECT FACTORS

In order to calculate the energy cost and execution time for all tasks, we determine the factors that affect the energy consumption and execution time of each task. And then, we will calculate the energy cost and execution time for each task. The process of determining factors and calculating their values is executed in two cases: Execution on the mobile device and execution on the cloud server.

A. Execution on the Mobile Device

1) Determining factors affecting energy consumption

When executing tasks on a mobile device, its energy consumption will be calculated according to the proposed model of energy state in the research [21]. The factors that affect energy consumption will be the energy states of the application and the lifetime of these states. In other words, energy consumption will depend on the source code that will execute in specific use-case (UC).

2) Determining factors affecting execution time

When tasks execute on a mobile device, the microprocessor will operate and execute the code in the program. Processing time will depend on the these factors:

- **CPU speed:** The CPU will process the commands in the source code to execute the task. The processing time for the same task will be different depending on the CPU's speed on each device. Normally, in the MCC model, the processing speed of the CPU on the mobile device is much smaller than the processing speed of the cloud, which is an important factor affecting the processing time.
- **The number of instructions to be processed:** In a UC, we can calculate exactly the number of instructions that the CPU will have to execute. We can calculate the total task execution times based on the processing speed.
- **The data size to be processed:** The size of the data also affects the task processing times. However, if the data increases in size, the number of instructions to be processed is also increased. Hence, this factor can be equivalently converted to the number of instructions to be processed.

B. Execution on the Cloud Server

1) Determining factors affecting energy consumption

For tasks executed in the cloud, we are not considering the energy consumption of the cloud server. It is because this is a fixed system (not a mobile device) with an unlimited energy source. We consider the energy consumption of the mobile device when tasks must be uploaded to the cloud for processing.

If we upload the task to the cloud for processing, the mobile device can save energy to execute the tasks. However,
it incurs energy to send the input data of the task and receive output data that was returned from the cloud. At this time, the factors that affect the energy consumption of the mobile device include:

- **The speed of sending/receiving data to the cloud server:** The speed of sending/receiving information to the server is the sum of the factors changing the run-time of the transceiver (3G/4G or Wifi), which causes energy consumption for the device.
- **Data size:** The size of the data affects the time it takes to send/receive information, thus changing energy consumption of the device during sending/receiving information.

2) **Determining factors affecting execution time**

Task execution time is calculated by the total time to perform 03 stages of the task, including: Time to send data to the server, processing time on the server, and time to receive returned data. Thus, the factors that affect task execution time include: Speed of sending/receiving data, the size of data, processing speed of the server.

Based on the above analysis, we can identify the factors that affect the energy consumption and processing time. Table I describes the list of those factors.

<table>
<thead>
<tr>
<th>Decision Factor</th>
<th>Unit</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{send}$</td>
<td>Kbps</td>
<td>The speed of sending messages to the cloud</td>
</tr>
<tr>
<td>$S_{receive}$</td>
<td>Kbps</td>
<td>The speed of sending messages to the cloud</td>
</tr>
<tr>
<td>$D^t_{input}$</td>
<td>KB</td>
<td>Total input data of task $t$</td>
</tr>
<tr>
<td>$D^t_{output}$</td>
<td>KB</td>
<td>Total output data of task $t$</td>
</tr>
<tr>
<td>$I^t_{mobile}$</td>
<td>Int</td>
<td>Total number of instructions of task $t$ when executed on mobile device</td>
</tr>
<tr>
<td>$I^t_{cloud}$</td>
<td>Int</td>
<td>Total number of instructions of task $t$ when executed on cloud</td>
</tr>
<tr>
<td>$\mu_{mobile}$</td>
<td>MHz</td>
<td>Mobile device processing speed</td>
</tr>
<tr>
<td>$\mu_{cloud}$</td>
<td>MHz</td>
<td>Cloud server processing speed</td>
</tr>
</tbody>
</table>

V. **CALCULATE ENERGY AND TIME COST**

In order to calculate the energy costs and processing time of all the tasks, we calculate the time and energy costs for each task and then calculate the total cost for all the tasks. Table II describes the symbols during the calculation.

### Table II: Notation Table

<table>
<thead>
<tr>
<th>Values</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^t_{mobile}$</td>
<td>Energy cost when task $t$ is executed on mobile</td>
</tr>
<tr>
<td>$E^t_{cloud}$</td>
<td>Energy cost when task $t$ is executed on cloud</td>
</tr>
<tr>
<td>$E^t_{send}$</td>
<td>Energy cost when the data of task $t$ is sent to the cloud</td>
</tr>
<tr>
<td>$E^t_{receive}$</td>
<td>Energy cost when the data of task $t$ is received from the cloud</td>
</tr>
<tr>
<td>$T^{t}_{mobile}$</td>
<td>Execution time cost of task $t$ on mobile</td>
</tr>
<tr>
<td>$T^{t}_{cloud}$</td>
<td>Execution time cost of task $t$ on cloud</td>
</tr>
<tr>
<td>$T^t_{send}$</td>
<td>Time to send data of task $t$ to cloud</td>
</tr>
<tr>
<td>$T^t_{receive}$</td>
<td>Time to receive data of task $t$ from cloud</td>
</tr>
<tr>
<td>Tasks</td>
<td>Set of tasks</td>
</tr>
<tr>
<td>$E_{total}$</td>
<td>Total energy to execute all tasks in Tasks</td>
</tr>
<tr>
<td>$T_{total}$</td>
<td>Total time to execute all tasks in Tasks</td>
</tr>
</tbody>
</table>

A. **Calculating Time and Energy Costs for each Task**

1) **Energy-cost for each task**

In order to calculate the energy consumption for execution on the mobile device, we use the Energy Automata combined with the method for estimating energy consumption that was proposed in the previous research [21]. By determining the energy states of the application and the lifetime in each of them, we calculate the energy consumption as:

$$E^t_{mobile} = \sum_{i=0}^{k} C_i \times t_i$$  \hspace{1cm} (1)

In which, $E^t_{mobile}$ is the execution time of task $t$ on the mobile device, $k$ is the number of changed states, $C_i$ and $t_i$ are the energy consumption at the $i$ state satisfied as:

$$\sum_{i=1}^{k} t_i = T^t_{mobile}$$  \hspace{1cm} (2)

In the next step, we calculate the energy cost of the mobile device when executed on the cloud server. In this case, the mobile device will incur energy costs to send and receive data from the server.

We have the formula as:

$$E^t_{cloud} = E^t_{send} + E^t_{receive}$$  \hspace{1cm} (3)

In which, $E^t_{send}$ and $E^t_{receive}$ are calculated by using the energy state model [21] with the total respective execution time of $T^t_{send}$ and $T^t_{receive}$.

2) **Time-cost for each task**

The execution time of task $t$ on the mobile device is calculated as the total number of commands that need to be processed multiplied by the processing speed of the mobile device as:

$$T^{t}_{mobile} = \frac{I^t_{mobile}}{\mu_{mobile}}$$  \hspace{1cm} (4)

The task execution time on the cloud server is calculated as the total of the time to transfer data from the mobile device to the server, the task processing time on the server, and the time to transfer output result from the server to the mobile device as:

$$T^{t}_{cloud} = D^t_{input} \times S_{send} + I^t_{cloud} \times \mu_{cloud} + D^t_{output} S_{receive}$$  \hspace{1cm} (5)

B. **Calculating Time and Energy Costs for all Tasks**

Assuming that each task is assigned a label (0 or 1) to represent either execution on the mobile device or execution on the cloud server, the execution of $n$ tasks in Tasks will be represented by a sequence of $n$ numbers of 0,1. Each different sequence will represent a case of executing all $n$ tasks in Tasks. For each execution case, we calculate the total energy cost and execution time in order to choose the most optimal execution case.

1) **Total energy-cost**

The total energy cost of $E_{total}$ to execute all tasks in Tasks will be calculated as the total of the energy cost of executing all tasks on the mobile device and the cloud service as:
\[ E_{\text{total}} = \sum_{i=1}^{n} \{E_{\text{mobile}}^i | \text{label} = 0 | E_{\text{cloud}}^i | \text{label} = 1 \} \] (6)

In which, the tasks labeled as 0 will be calculated by the formula \( E_{\text{mobile}} \), and the tasks labeled as 1 will be calculated by the formula \( E_{\text{cloud}} \).

2) Total time-cost

Similarly, the formula for the total execution time of \( n \) tasks is calculated as:

\[ T_{\text{total}} = \sum_{i=1}^{n} \{T_{\text{mobile}}^i | \text{label} = 0 | T_{\text{cloud}}^i | \text{label} = 1 \} \] (7)

VI. OFFLOADING ALGORITHM

If each task in Tasks is assigned a label (0 or 1) to represent the process of executing on the mobile device or the cloud, we can determine the total number of possible executions. Specifically, with \( n \) tasks in Tasks, we will have \( 2^n \) execution cases. We need to find the case with the most optimal time and energy cost.

Hence, we need to solve two problems:

- First: What is the most optimal cost? In fact, if it benefits in time, it will lose in energy and vice versa. Therefore, we need to construct an objective function to determine the optimal cost.

- Second: How to calculate the cost for all cases? With \( n \) tasks in Tasks, we will have \( 2^n \) execution cases. It is not possible to calculate the cost for all cases so we choose the evolutionary algorithm to find the optimal case in the allowed time.

A. Designing Objective Function

In order to be able to find the optimal execution case, we calculate the rate of profit on energy and time cost of each execution compared to executing all tasks on the mobile device (non-offloading).

Specifically, if we consider \( T_{\text{total}}^n \) is the total execution time in the execution case of \( x \) and \( T_{\text{total}}^0 \) is the total execution time without offloading, the rate of profit on the time of the \( x \) execution case compared to the non-offloading case \( y_T \) will be calculated as:

\[ y_T = \frac{T_{\text{total}}^x - T_{\text{total}}^0}{T_{\text{total}}^0} \] (8)

Similarly, we calculate the rate of profit on energy \( y_E \):

\[ y_E = \frac{E_{\text{total}}^x - E_{\text{total}}^0}{E_{\text{total}}^0} \] (9)

As for offloading the processing of \( n \) tasks, we want to offload both time and energy. However, for some practical cases, this factor is contradictory. Therefore, we need to determine which factor to prioritize?

In order to solve this problem, we propose two prioritized coefficients of time and energy \( a \) and \( b \) respectively. These two coefficients represent the priority ratio in time and energy, so we have the objective function that is expressed as a mathematical formula, depending on \( a \) and \( b \) as:

\[ f(x) = a \times y_T + b \times y_E \rightarrow \text{Min} \] (10)

In which, \( f(x) \) is the value of the objective function in the case of executing \( x \) and \( a + b = 1 \).

The priority of time or energy will be designed by the software developer depending on the characteristics of the software. If you want to prioritize energy completely, the software developer can design the coefficient \( a = 0 \). On the contrary, if you want to prioritize execution time completely, the software developer can design \( b = 0 \). Another suggestion for software developers is that they can depend on the remaining battery energy on the mobile device to design a priority coefficient for \( b \) energy consumption.

1) Offloading algorithm

As we have shown above, offloading \( n \) tasks in Tasks will be considered as choosing the execution case with minimum objective function value \( f(x) \). Theoretically, there will be a total of \( 2^n \) execution cases, so if we can consider all cases we will find the optimal one. However, the reality is that \( n \) is often a lot and the time to make the decision to offload (choose the execution cases) is limited. Hence, the Heuristic algorithms will be normally inefficient.

We propose to use the genetic algorithm to find the best solution in a short time. In which, each chromosome is represented by a set of \( n \) the numbers \( 0 \) and \( 1 \) that will be crossed and mutated to create new chromosomes. Each generated chromosome will be calculated the value of the objective function and appreciated if the new objective function is more optimal than the previous one.

Algorithm for choosing the most optimal execution case:

```
Algorithm 1: Offloading Algorithm

Input:
SourceApp: Application Source Code
Inform - Cloud Server Information
Informm: Mobile Device Information
\( a \) and \( b \)

Output:
\( x = \{t_1, t_2, t_3, ..., t_n\} \) where \( ti = 0|1, i = 1..n \) and \( f(x) \rightarrow \text{Min} \)
1 CF = CollectFactor(InforAssoc)
2 \( A = 0 \)
3 minf = \( f(a) \) where \( a = \{t_1, t_2, t_3, ..., t_n\}, t_0 = 0, i = 1..n \)
4 \( x = a_0 \)
5 setTimer(timer)
6 while \( \text{timer} > 0 \) do
7 \( A += \text{Genetic}() \)
8 foreach \( a \) in \( A \) do
9 \( y_T = \text{CalculateTime(CF)} \)
10 \( y_E = \text{CalculateEnergy(CF)} \)
11 \( f(x) = a \times y_T + b \times y_E \)
12 if \( f(a) < \text{minf} \) then
13 \( \text{minf} = f(a) \)
14 \( x = a \)
15 end
16 end
17 timer --
18 end
19 Execute(x)
```

The algorithm is divided into two main steps:

1) Generating execution cases by the genetic algorithm

Assuming that \( A \) is the set of executions. At first, \( A \) is initialized as an empty set, the timer is set via the function setTimer(timer). Next, the genetic algorithm Genetic() is
executed to generate new execution cases by hybridization, mutation or selection. The new execution cases will be added to the set A. The timer will gradually decrease the execution time, and the genetic algorithm will stop working when the execution time ends.

2) Selecting the most optimal execution case

Firstly, we calculate the value of the objective function in the execution case $a_0$. In which, $a_0$ contains all the labels as $\theta$ that means executing all tasks on the mobile device (non-offloading). The value of the initial minimum objective function will be $minf = f(a_0)$. For each element in the set $A$, we recompute the objective function as:

$$f(x) = \alpha * \gamma_1 + \beta * \gamma_2 \rightarrow \text{Min} \quad (10)$$

If the objective function gives a value less than $minf$, we will update a new optimal execution case and a new $minf$. Finally, we can choose the optimal execution case $x$ and make the offloading decision according to the value of $x$: $\text{Execute}(x)$.

VII. CASE STUDY AND RESULT

In order to evaluate the effectiveness of the proposed method, we conducted an experiment to process 1000 photos, which are available on the mobile phone. These photos are inverted at an angle of 90 degrees from the original image. This experiment is be performed in three cases:

- **Case 1 (Non-offloading)**: Executing entirely on the mobile device.
- **Case 2 (Half-offloading)**: Processing randomly 500 photos on the mobile device, and uploading the remaining 500 photos to the cloud server to process.
- **Case 3 (Offloading by our method)**: Applying our proposed method to make the offloading decision, the time to make the offloading decision will be 60 seconds.

For each case, we conducted it 10 times on the actual mobile device and measured execution time and energy consumption for each execution. The result is calculated as the average of 10 executions. Subsequently, we compared the execution data of the three cases and considered the efficiency after applying our proposed algorithms.

**Software:** We have selected an open-source image processing software on the Google Play app store of the Android operating system. It is called Pocket Paint, which is a favorite image-processing application with a rating of 4.6 out of 5 stars. Subsequently, we downloaded the source code of this software from GitHub and edited the source code so that the software could automatically invert available 1000 images at an angle of 90 degrees for in the memory. We implemented processing decision algorithms for the three cases described above and deployed the original software into three different software versions. Finally, we installed them on the mobile device to experiment.

**Environment:** In order to create a mobile cloud computing environment, we used a mobile phone and a cloud server. For the mobile device, we used the Samsung Galaxy S10 (CPU: Snapdragon 280, GPU: Snapdragon: Adreno 540, Ram: 6 GB, Storage: 64 GB). For the cloud server, we used the p2.xlarge of Amazon (vCPU: 4, GPU: 1, Ram: 61 GiB, GPU Memory: 12GiB, Network Performance: High). In which, the cloud server has pre-installed image processing algorithms as on the mobile phone. Hence, it can receive data, process images, and send results to the mobile phone.

The experimental results are shown in Figs. 3–5.

As shown in Fig. 3, we compare the processing time in three cases: In the case of $\alpha = 1$ and $\beta = 0$, the time to process all photos is reduced by 37.6% compared to non-offloading while the random half-offloading method is only reduced by approximately 6% of processing time.

As shown in Fig. 4, we compare the energy consumption when experimenting with the three cases mentioned above. Beta coefficient is adjusted from 0 to 1: In the case of $\beta = 1$ and $\alpha = 0$, the offloading by our method can save 24.1% of energy consumption while the random offloading is only 15.1%.

In order to get a better overview of the effectiveness of our method, we compare the time and energy-saving rates when adjusting for alpha and beta coefficients. The most balanced case is alpha = 0.4 and beta = 0.6, which can save 21% of
execution time and 18% of energy costs.

VIII. CONCLUSION

In this paper, we have proposed a method to a method to offload mobile devices when it processes multiple tasks concurrently. We base the process of calculating the energy consumption and processing time of each task to calculate the total energy and time costs for all tasks in different cases to select the most optimal case. In order to determine the best case, we have proposed an objective function with two preference coefficients of time (α) and energy (β) as the basis to calculate the optimal degree of each execution case. Next, the thesis proposes an algorithm, which is based on a genetic algorithm to generate execution cases and find the most optimal execution case. After practical application, the results show that our method saves a maximum of 24.1% of energy, 37.6% of processing time, an average of 18% of energy, and 21% of processing time compared to non-offloading. Besides the achieved results, our approach promises to open up some research directions in the future. First, this method can be applied to a set of dynamic (time-varying) tasks. Second, our method can be improved to perform on a set of non-independent tasks that do not depend on each other. Finally, we will continue to improve the genetic algorithm in order to have more optimal results.
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