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Abstract—As optical burst switched networks offer 

connectionless transport, there exists the chance that burst 

may contend with one another at intermediate nodes. 

Contention will happen if multiple bursts from various input 

ports are meant for the same output port all at once. we 

introduce a new approach FDL_WA_WPremp to reduce the 

burst loss probability during contention. through simulation 

and analytical modeling, it is shown that the policy introduced 

reduces burst loss substantially when compared to the 

standard policy of dropping the contending burst in the event 

of contention. 

 
Index Terms—OBS, contention resolution, FDL, wavelength 

assignment, preemption, burst loss. 

 

I. INTRODUCTION 

Optical burst switching was introduced for optical WDM 

networks. Circuit switching employs two-way reservation 

method that has a large round trip. Packet switching 

alternatively, has a large buffer requirement, complex 

control and strict synchronization issues. OBS is designed to 

achieve a balance between the coarse-grained circuit 

switching and fine-grained packet switching. As such, a 

burst may be considered as having an intermediate 

granularity as compared to circuit and packet switching.  

Packets delivered at an OBS ingress node that are meant 

for the same egress OBS node and belong to the similar 

QoS class are combined and sent in bursts. At intermediate 

nodes, the data within the optical signal is transparently 

switched to the subsequent node according to forwarding 

information contained inside a control packet preceding the 

burst. At the egress node, the burst is subsequently de-

assembled and sent out electronically.  

Given that optical burst switched networks is using 

connectionless transport, there exists the likelihood that 

bursts might contend with one another at intermediate nodes. 

Contention will happen if multiple bursts from different 

input ports are intended for the same output port at the same 

time. Contention resolution schemes may be used to provide 

QoS in an all-optical core network. 

Since OBS networks use connectionless transport, the 

bursts will have the possibility to contend with one another 

at the intermediate nodes. Contention happens when more 

than one burst attempt to reserve the same wavelength 
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channel on an outgoing network. Burst loss that is caused 

from contention is a key issue in OBS networks. Such 

contention losses which are temporary in nature can lower 

the performance at the upper layers. 

In electronic network, contention is resolved by buffering 

the contending bursts. In spite of this, optical buffers are 

complicated to apply and there is no optical equivalent of 

random access memory. In OBS network, when contention 

occur one of the contending data burst is allowed to reserve 

the channel, for other data bursts one or a combination of  

the contention resolution techniques can be applied. If 

contention still unable to resolved, therefore one of the 

contending data burst is dropped. There are four main ways 

of resolving contention in OBS. The first two are the use of 

fiber delay lines (FDL) to delay the burst for a discrete and 

finite period [1]-[3] and deflecting the burst to another 

output fiber, known as deflection routing [4]-[7]. The third 

resolution is by implementing wavelength conversion [8] 

and [9] where a contending burst is sent on another 

wavelength through wavelength conversion. The forth is the 

burst segmentation [10]-[13] which a contending burst is 

broken into segments and the overlapped part of the 

contending burst is dropped. 

The paper is organized as follows. In Section II, the 

proposed QoS enhancement in OBS is briefly discussed. In 

Section III, the analytical approach used in the simulation is 

presented. The propose network model and the simulation 

environment is presented in Section IV meanwhile Section 

V discusses on the simulation results and its performance. 

The conclusion of this paper is presented in Section VI. 

 

II. PROPOSED QOS ENHANCEMENT IN OBS 

The main technology restrictions on optical edge and core 

switching are the lack of optical memories and the 

limitations of electronic/optical conversion devices. 

Therefore, in this work, Fiber Delay Line (FDL) is proposed 

to delay the burst at the edge nodes when no wavelengths 

are available during the limited time period. To further 

reduce the burst loss probability, the FDL technique is 

integrated with wavelength assignment and preemption 

schemes that are being deployed at the core nodes to 

achieve better performance. The propose scheme is known 

as FDL_WA_WPremp, which the performance will be 

analyzed simultaneously into the network model proposed. 

A. Fiber Delay Line (FDL) at The Ingress Router 

In connectionless transport environment, competition 

among the burst in the OBS networks occurs at the 

intermediate nodes. Contention happens if more than one 

burst attempt to reserve the same wavelength channel on an 

outgoing link. In other words, burst loss due to contention is 

a main issue of interest in OBS networks. Although these 
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losses are momentary, but it can degrade the performance at 

the higher layers. Although optical buffering implementing 

fiber delay lines (FDLs) to delay the transmission of bursts 

is considered to be the most successful technique, but it 

comes with some drawbacks that is with extra delay and 

additional expenditure of the FDLs. 

In this propose work, the FDL is employed between the 

edge router and the core router; i.e. between IR1, IR2 to 

CR1 and IR3, IR4 to CR2 as illustrated in Fig. 1. The FDL 

approach that is implemented in this work has the reference 

value of the study proposed in [14]. In spite of having a 

certain length D  to delay the light, the propose work has 

converted it in terms of delaying the data bursts by 

introducing variable delay time to the link between each 

edge node to core node so that data burst will have less 

probability of reaching the core at the same time. The study 

stated that 133.869 meters of minimal FDL length can be 

use in order to obtain a reasonable or optimum blocking rate 

for a link of 10Gbps. Since in the propose work, the link 

between IR and CR is set to be 2.5Gbps, therefore the FDL 

in terms of delaying the burst on the link with respect to 

time is about 540 ns. Table III, Table V summarize the 

delay time between each OBS edge node and its 

corresponding core nodes that are used throughout the 

simulation works to study the burst loss probability.  

 
Fig. 1. Proposed FDL approach. 

B. Wavelength Assignment and Preemption 

(WA_WPremp) at the Core Router 

Developments of worthy and resourceful wavelength 

assignment policies are essential. Such policies are 

extremely important in OBS networks than in wavelength 

routed optical networks, owing to the fact that in the former, 

a burst is sent out without initially reserving resources along 

the path. Consequently, a burst may be discarded at any 

intermediate switch down its path, even as it enters its last 

hop prior to the destination, resulting in considerable waste 

of network resources. 

Besides the significant outcome of the wavelength 

assignment yield, another effective solution to contention 

resolution technique is the wavelength preemption scheme 

in providing relative service differentiation. In relative 

service differentiation, the QoS of one class is classified 

moderately to other classes. Preemption is the process where 

high priority traffic has the dominant role to take over the 

low priority traffic wavelength in this approach of 

wavelength preemption.  

By integrating these two substantial techniques, the burst 

loss probability will definitely be minimized when 

comparing it with its individual performance in the OBS 

network. Referring to the proposed core node architecture in 

Fig. 2, the traffic classes of EF, AF and BE are assigned 

each with a predetermined wavelength of 10Gbps capacity. 

EF is assigned to Lambda 1, Lambda 2 is allocated for AF 

traffic, whereas BE is being served by Lambda 3.  

 
Fig. 2. Proposed core node architecture. 

 

In this scheme, there is a table for each wavelength to 

update its bandwidth utilization from time to time as the 

bursts travel through it. The bandwidth of each link is 

capped at only 90% of its capacity. When it reaches the 

capped value, then wavelength preemption technique will 

take into action and that depends on the traffic priority.  In 

this allocation, Lambda 3 is the lowest priority wavelength. 

When the allocation bandwidth of Lambda 1 is fully utilized 

by the EF traffic, the remaining EF burst that need to be sent 

out will not be dropped but the wavelength of Lambda 3 

will be preempted to carry the EF traffic and the 

consequences BE burst will be dropped. Furthermore, if it 

comes to worst case scenario, if Lambda 3 is still 

insufficient to carry the EF traffic, then Lambda 2 will be 

preempted. In case of the AF traffic, it has the authority to 

preempt Lambda 3 whereas as for BE traffic, no preemption 

activity is allowed and therefore, its data bursts are 

discarded from the network system.  

 

III. ANALYTICAL APPROACH 

The analytical approach that will be used in this work is 

the burst blocking probability (BLP) specifically for the 

performance measure of optical burst switching network. 

Blocking in a DiffServ Optical Burst Switching network can 

be modeled with the M/G/k/k queue or mostly known as 

Erlang B where bursts are not allowed to wait. In this 

system, k represents the number of wavelengths used at each 

output port. Evaluation in done based on three classes of 

traffic. For this analysis, we assume that the basic offset 

time of each class is the same, which means that the basic 

offset time does not affect class isolation. The overall burst 

blocking probability in multi-classes OBS node can be 

obtained by using the aforementioned Erlang B formula [15]. 
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where; Pb is the burst blocking probability (BLP) 

λ is the connection arrival rate 

µ is the service rate 

The evaluation of the burst loss probability will be 

focused on implementation of the propose QoS 

enhancement in OBS particularly using FDL, FDL_WA and 

FDL_WA_WPremp with different offered traffic being 

increased and a different burst assembly schemes employed 

in the network. 

 

 Fig.
 
3.

 
Propose OBS network model.

 

IV. SIMULATION ENVIRONMENT 

The DiffServ-aware OBS network model used in this 

work is shown in Fig. 3 is assumed able to cater for three 

classes of multimedia traffic, i.e. real time constant bit rate 

(CBR) traffic or Expedited Forwarding (EF) traffic, real-

time variable bit rate (rtVBR) traffic or Assured Forwarding 

(AF) traffic and non-real time variable bit rate (nrtVBR) 

traffic or Best Effort (BE) traffic. The EF traffic is 

associated with the uniform traffic pattern and AF traffic is 

associated with the Pareto traffic pattern. Whereas the BE 

traffic corresponds to the traffic of the traditional Internet 

that follows Poisson traffic pattern. 

The link rate between the sources to the ingress node is 

set to be at 100Mbps as it will represent the common LAN 

network in the real environment whereas 25 Mbps of link 

rate is used between the ingress nodes to the core node. 

Since this is an optical transmission, the links between the 

cores are set to be reasonably high at 10Gbps as mostly used 

in studies. In this topology, it is assumed that each node has 

no wavelength conversion capability. 

The size of the IP packets is variable in size 

corresponding to its application in the system. The EF 

traffic is set to have a fixed size of 256 bytes since it is 

suitable for uncompressed video or voice sources [16], 

whereas the AF packet size is fixed at 1000 bytes because it 

is suggested in [17] that packet size for video should not 

exceed Maximum Transfer Unit (MTU) which is 1500 bytes. 

Meanwhile, 1500 bytes is the size for the BE traffic class.  

In this propose network, JET signaling is used whereby in 

this signaling method, sufficient time is allocated for the 

data burst to be transmitted without colliding into the BHP. 

The type of service and the traffic generated together with 

its traffic rate and packet
 
size is shown in Table I

 
[18]. As 

for the burst assembly parameters; the timer burst assembly 

uses a preset time for each
 
traffic which is illustrated in 

Table II
 
[19]. EF has the lowest timer for it since its QoS 

requirement stringently avoiding delay.
 

TABLE I: TRAFFIC DESCRIPTION (PACKET) 

Type of Service Traffic Rate 

(kbps) 
Traffic Type & Packet 

Size 

EF premium 284 CBR, 256 bytes 

AF assured 384 Pareto, 1000 bytes 

BE best effort 256 Poisson, 1500 bytes 

TABLE II: TRAFFIC DESCRIPTION (BURST) 

Type of Service Fixed Timer Burst (ms) 

EF premium 4.8 

AF assured 55 

BE best effort 600 

 

V. PERFORMANCE EVALUATION 

The performance metric used in evaluating the contention 

resolution techniques is the burst loss probability (BLP) 

according to the burst assembly technique that is fixed timer 

burst. In timer-based burst assembly approaches, a burst is 

created and sent into the optical network at periodic time 

intervals [20]. A timer-based scheme is used to provide 

uniform gaps between successive bursts from the same 

ingress node into the core networks. In this scheme, the 

length of the burst varies as the load changes. 

To study the performance of the contention resolution 

schemes, the EF premium traffic is first gradually admitted 

to the OBS network from a smaller to a bigger offered 

traffic load, i.e. 0.1 to 0.9, whereas the assured and best 
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effort offered traffic load are fixed with 0.2 respectively. 

Then, the simulation work is repeated but with AF traffic 

load varied from 0.1 to 0.9 and the EF and BE traffic load 

held constant at 0.2. This is then again repeated with BE 

traffic class load varied from 0.1 to 0.9 and the EF and AF 

class load held constant at 0.2.  

 
Fig. 4. EF Burst Loss Probability when EF offered traffic is increased. 

 

 
Fig. 5. AF burst Loss probability when AF offered traffic is increased. 

 

 
Fig. 6. BE burst loss probability when BE offered traffic is increased. 

 

TABLE III: PERFORMANCE ACHIEVED WHEN EF OFFERED LOAD 

INCREASED  

Contention Resolution 

Techniques 

Performance 

Improved 

EF FDL to EF FDL_WA 32% 

EF FDL_WA to EF 

FDL_WA_WPremp 
48% 

AF FDL_WA to AF 

FDL_WA_WPremp 
23% 

BE FDL to BE FDL_WA & BE 

FDL_WA_WPremp 
33% 

 

From Table III above, the burst blocking probability for 

all traffic class, i.e. EF, AF and BE are significantly 

improved by 23% to 48% when using the combination of 

FDL, wavelength assignment and preemption compared to 

when there is only FDL and wavelength assignment in the 

case where EF traffic load is increased and AF and BE load 

are constant and this is also shown in Fig. 4. 

In the case where AF traffic load increases and EF and 

BE traffic load held constant, the improvement achieved is 

moderately for the combination of three contention 

resolution techniques compared to with only two being 

implemented as illustrated in Table IV and is illustrated as 

in Fig. 5. Significant improvement of 25% is seen in AF 

FDL_WA to AF FDL_WA_WPremp. However, the 

improvement in AF FDL_WA_WPremp causes a slight 

increase of 8% in BE FDL_WA_WPremp when compared 

to BE FDL_WA. 

When the BE traffic load increases and EF and AF traffic 

held constant, not much differences that is approximately 11% 

is observed between EF FDL_WA and EF 

FDL_WA_WPremp. This percentage obtained is supported 

by the graphs shown in Fig. 6. The same goes for the AF 

FDL_WA compared to AF FDL_WA_WPremp with an 

improvement of only 8%. A considerable improvement is 

obtained from the BE traffic of about 33% when wavelength 

assignment scheme is added to its contention resolution 

techniques. However, the discrepancy of achievement when 

preemption is applied is almost no effect to the BE traffic 

class due to its nature of not being able to preempt and 

source (see Table V). 

 
TABLE IV: PERFORMANCE ACHIEVED WHEN AF OFFERED LOAD 

INCREASED 

Contention Resolution Techniques 
Performance 

Improved 

EF FDL to EF FDL_WA 35% 

EF FDL_WA to EF 

FDL_WA_WPremp 
20% 

AF FDL  to AF FDL_WA 38% 

AF FDL_WA to AF 

FDL_WA_WPremp 
25% 

BE FDL to BE FDL_WA & 

FDL_WA_WPremp 
35% 

 
TABLE V: PERFORMANCE ACHIEVED WHEN BE OFFERED LOAD 

INCREASED 

Contention Resolution Techniques Performance 

Improved 

EF FDL to EF FDL_WA 31% 

EF FDL_WA to EF 

FDL_WA_WPremp 

11% 

AF FDL  to AF FDL_WA 30% 

AF FDL_WA to AF 

FDL_WA_WPremp 

8% 

BE FDL to BE FDL_WA & 

FDL_WA_WPremp 

33% 

 

VI. CONCLUSIONS 

These findings prove that the combination of several 

contention resolution techniques such as the 

FDL_WA_WPremp can successfully improve a low burst 

loss probability for applications with QoS restrictions like 

the EF and AF traffic class. The preemption efficiency in 

the contention resolution scheme improves the burst loss 

probability by regulating the preemption based on amount 

of traffic and bandwidth utilization available. This is due to 

the fact the preempting situations are a form of bandwidth 

sharing in order to avoid contention to happened between 

the traffic classes. Once a higher priority traffic class 

improves significantly, it may cause some degradation in 

lower priority traffic class. 
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