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Abstract—The use of heterogeneous networks, based on the macro and small cells composition, significantly reduces the power consumption in wireless networks. On the other hand, the implementation of the backhaul infrastructure responsible for ensuring communication and traffic support generated by the small cells causes a reverse regarding to the electric energy consumption. Thus, this study presents a model of predicting traffic for the next 15 years, from 2015 to 2030, aiming to define the energy impacts of using small cells for indoor coverage. Furthermore, this study shows the discretized impact of each backhaul structure component in the growth of electric energy consumption.
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I. INTRODUCTION

Recently, the energy efficiency in mobile networks gained a great interest in the scientific community. In [1] it is shown that the mobile networks consume about 0.5% of the global energy, and the prospect is to double that consumption in the next five years. In [2] the authors suggest a strategy for deploying heterogeneous networks as a solution to reduce the total energy consumption of the network. This solution employs the use of small cells along with macro cells to improve the coverage and the network experience of the user. The macro cells better serve the outdoor users but have difficulties with indoor users [3], which according to [4], it represents approximately 70% of all mobile traffic.

The use of small cells, such as femtocells, in indoor environment meets in an efficient way the users of that environment [3]. However, in the studies [2], [5] and [6], it was found that in heterogeneous networks the backhaul represents a significant portion of the energy consumption being pointed as a possible bottleneck for the growth of the heterogeneous network. Therefore, the backhaul cannot be neglected as the heterogeneous network is popularized. Thus, currently the total energy consumption for heterogeneous mobile networks has been considered as the sum of the consumption generated by the wireless part and the backhaul segment.

In order to reduce the energy consumption of backhaul, a few studies examined the impacts of possible backhaul infrastructures for heterogeneous mobile networks. In [1] the backhaul technologies and microwave fiber were analyzed. This study considered an urban scenario composed of a heterogeneous mobile network (composed of macro cells and pico cells) or homogeneous (consisting only of macro cells). The results reinforce that adopting heterogeneous mobile networks reduce the total energy consumption and increase the energy consumption in the backhaul segment. Moreover, it showed that using different types of backhaul segment technology can change the power consumption. During the study, it was concluded that the use of fiber significantly reduces the energy consumption. However, the model mobile network presented considered only outdoor traffic, assuming that the traffic is equal to the maximum network capacity. Due to this consideration of traffic, the backhaul infrastructure rapidly increases over the years. Furthermore, this study examined the backhaul segment homogeneously, disregarding technologies based on copper, as VDSL2, which in entrepreneurial studies, as in [7], point to the survival of this technology for a few more years.

Meanwhile in [5], the authors analyzed the backhaul homogeneously, only microwave, and heterogeneous, fiber + copper and fiber + microwave, under the influence of heterogeneous mobile network for indoor and outdoor environment, covered by femtocells and macrocells respectively. In addition, it was used the model for large-scale and long-term presented in [8], to determine the growth of the heterogeneous mobile network. With this study, it was concluded that the backhaul heterogeneous option, composed of fiber technologies - covering indoor environment, and microwave - covering outdoor environment, is a promising candidate in scenarios with high penetration rate of femtocells base stations (BSs).

After the reference review, it was found two caveats that limit the results in the literature. Such limitation opens possibilities for improvements aiming to approximate the results of current scenarios.

The first caveat is to consider the analysis of electrical energy consumption considering all the indoor and outdoor environments. Each environment has its own behaviors and analysis, in other words, in a given environment the technology can be discarded, but in another environment it can be valuable. For example, copper is not suitable for outdoor 4G, but it can still play an important role in indoor infrastructure providing up to 100Mbps to 300 meters [9], [10]. As mentioned previously, indoor users represent a larger share of the traffic, and they connect the indoor networks through opportunistic algorithms that control, for example,
the best signal choice, and transmission capacity [11].

The second caveat is to assess the backhaul as one segment only. So that, it is possible to identify that only the backhaul is a bottleneck but not identify where the biggest problem of power consumption in the structure of backhaul is located.

The objective of this paper is to present a predicting traffic model for the period of 2015-2030. Provide a distribution planning of BSs according to the coverage area and investigate an efficient way to provide coverage through small cells to indoor mobile users respecting the growth of the backhaul power consumption.

The remainder of this study is presented as follows: In Section II, the methodology used is detailed. In Section III, it is presented the mathematical modeling treating models such as the predictive traffic and backhaul energy consumption. Section IV shows the scenario and parameter settings used, and Section V summarizes and discusses the results obtained. Finally, conclusions are presented in Section VI.

II. METHODOLOGY

This study is divided into the following steps: traffic forecasting; city and mobile network backhaul infrastructure sizing; and energy consumption assessment.

In the first step, it was created an average traffic demand estimative per area taking into consideration the type of the scenario, in other words, urban, suburban or rural areas. As input parameters, there are the following inputs: average rate of data consumption per subscriber, subscriber density as a function of time, diversity of terminal areas (dense urban, urban, rural, etc.) and environments (indoor and outdoor). In order to obtain the variables, it was used the following parameters: population growth, demand required per user per terminal and amount of signatures per person. These parameters were obtained by exponential or linear prediction model, more details in Subsection III-A.

The second step consists of sizing the city. In this phase, the city is set using the parameterization of the following inputs: the number of blocks, buildings and apartments. The parameterization is conducted as a function of the size of each zone, in other words, urban, suburban or rural. The details of this phase are presented in Subsection III-B.

The third step consists in the phase of sizing the mobile network. In this phase, the number of base stations required is determined to meet the demand and network coverage. The number of base stations is calculated as a function of the traffic forecast scenario result, obtained in the previous step, and the size of the city. The details of this phase are shown in Subsection III-C.

The Fourth step is the phase of sizing the backhaul. This phase determines the amount of the equipment that composes the backhaul architectures. The backhaul sizing is as a function of the wireless network, which is dimensioned in the previous step, and the access technology type such as fiber optics, microwave, copper or hybrid. This phase is detailed in the subsections of Subsection III-D.

Finally, the last step is the evaluation of the energy consumption impact on the backhaul. In the Subsection III-D, it is presented the generic model of the backhaul energy consumption and in its subsections are presented the consumption by type of backhaul architecture depending on the means of access technology.

III. MODELING

A. Traffic Forecast

It was considered the traffic forecast model, which was based on the long-term and large-scale model defined in [8], in order to estimate the European average traffic demand over the years 2015 to 2030. The total traffic generated $R(t)$ in $Mbps/km^2$ to a city is defined by equation 1.

$$R(t) = \sum_{k} \sum_{z} \sum_{e} r(t,k)s(t,k,z,e)$$

where “t”, “k”, “z” and “e” represent the time in years, number of terminal types, zones and environments, respectively. $r(t,k)$, given in $Mbps/terminal$, represents the average data rate per user at any given time “t” and by the terminal type “k”. On the other hand $s(t,k,z,e)$ represents the subscribers density as a function of time, terminal type, zone and environment. Unlike [8], it was ignored the fact that the total traffic is served by a number of operators in a given area.

In this modeling, three terminal types are considered: Mobile PC, tablet and Smartphone. Initially, it was consider that a mobile PC generates twice and eight times more traffic than a tablet and smartphone, respectively. Moreover, the users are divided into two groups (i.e., “heavy” and “ordinary users”) according to the ability required by the user. The ability required by an “ordinary user” is equivalent to 1/8 of the capacity required by a “heavy user”. The average daily demand for terminal k is defined in [8] as:

$$r(t,k) = h(t) r(t,k)^{heavy} + [100 - h(t)] r(t,k)^{ordinary}$$

Assuming that $h(t)$ is the subscribers percentage who are “heavy user” for a given time t. In [8], $h(t)$ varies from 10% to 30% between the 2015 and 2030. Considering that $h(t)$ grows linearly in the meantime, $h(t)$ can be express by equation 3.

$$h(t) = \frac{t}{75} - 26.767$$

Here $r(t,k)^{heavy}$ and $r(t,k)^{ordinary}$ represents the average data rate at peak times in $Mbps$ for “heavy” and “ordinary user”, respectively. $r(t,k)^{heavy}$ is calculated by Equation 4.

$$r(t,k)^{heavy} = r(t_0,k)^{heavy}(1+r_b(k))^{(t-t_0)}$$

$t_0$ is the initial time of the study, which in this case study is 2015. In [8], the $r(t_0,k)^{heavy}$ is equals to 2 Mbps, 1 Mbps and 0.25 Mbps for mobile PC, tablet and Smartphone,
respectively. Furthermore, \( r_d(k) \) is the growth rate of the \( r(t_d,k) \) variable annual for the terminal “k”. In [3], the \( r_d(k) \) is equal to 25%, 30% and 25% of annual growth for mobile PC, tablet and smartphone, respectively. After calculating the \( r(t,k) \), it remains only to calculate the subscribers density in order to obtain \( R(t) \). \( s(t,k,z,e) \) in terminal/km², is given by equation 5.

\[
s(t,k,z,e) = \frac{\eta(t,k,z,e)}{A(z,e)}
\]

where \( A(z,e) \) is the area of the city which refers to the environment “m” of the zone “e”. Moreover, \( \eta(t,k,z,e) \), is the terminal “k” amount located in the environment “e” of the zone “z” for a given time \( t \), which is given by equation 6.

\[
\eta(t,k,z,e) = \alpha(T)\gamma(k)\phi(z)\beta(e)p(t)s_p(t)
\]

\( \alpha(T) \) represents the daily variation percentage of active users over time through \( T \), in hours. It is know that, the real interest is in testing the limit, it was considered \( \alpha(T) \) as a constant equals to \( d_{max} \), given in [8], i.e., 16% of subscribers will be active. \( \gamma(k) \), \( \phi(z) \) and \( \beta(e) \) represent the percentage of signatures per terminal “k”, zone “z” and environment “e” respectively. \( \gamma(k) \) is equal to 25%, 5% and 50% for mobile PC, tablet and Smartphone, respectively, according to [8]. \( p(t) \) and \( s_p(t) \) represent the population and the number of subscriptions per person for a given time \( t \). They are obtained by equations 7 and 8.

\[
p(t) = p(t_0)(1 + T_p)^{(t-t_0)}
\]

\[
s_p(t) = s_p(t_0) + g_{sp}(t-t_0)
\]

\( T_p \) and \( g_{sp} \) are the population the subscriptions growth per person, respectively. In [12] and [13], \( T_p \) and \( g_{sp} \) are equal to 0.7% and approximately 0.0314 of annual growth, respectively. \( s_p(t_0) \) is the initial signatures amount per habitant. In [13], as \( s_p \) for 2011 is equals to 1.19 signatures per person and using equation (7) it was obtained \( s_p(t_0) \) equals to 1.3156. Furthermore, \( p(t_0) \) is the initial population given by equation 9.

\[
p(t_0) = \sum_z \rho(z)A(z)
\]

\( \rho(z) \) is the population density per city area. In [8], \( \rho(z) \) for “dense urban”, “urban”, “suburban”, “rural” and “wild” zones are equals to 3000, 1000, 500, 100 and 25 persons per km², respectively. \( A(z) \) is the total area for the zone “z”.

### B. City Sizing

Consider a city with the area \( A \) in km² is subdivided into “z” zones with population density \( \rho(z) \). Each “z” zone is divided into “e” environments possessing blocks with identical dimensions regardless of zone. The amount of blocks, blocks for buildings, floors per building and apartments per floor are represented by \( N_z \), \( N_{bpb} \), \( N_{bpb} \) and \( N_{apf} \), respectively. These variables are as function of “z” zone. Furthermore, \( N_z \) is obtained dividing the zone area by the area of the block, which are represented by \( A(z) \) and \( A_{block} \), respectively. After the given considerations about these variables, the number of apartments per zone “z” is given by

\[
N_{apartments}(z) = N_z(\times N_{bpb}(z) \times N_{bpb}(z) \times N_{apf}(z)).
\]

### C. Indoor Wireless Network Sizing

For the indoor wireless network sizing, it was only considered the implementation of conventional Femtocells base stations (FemtoC) or Femtocells Wireless over Cable (FemtoWoC). Each FemtoC is a standalone device configuring a BS. In [14], the FemtoWoC is presented as a solution for indoor BS compared to FemtoC. The FemtoWoC consists of a A/A Converter and Multi-Cell and BS (McBS). For this study, it was considered that the A/A Converter as a FemtoWoC BS. Knowing that, it was considered that each FemtoC and FemtoWoC is implemented for only one BS per apartment and one per building floor, respectively. Therefore, the equation 10 represents the maximum amount of FemtoC BS that can be implemented, which is equal to the number of apartments in zone “z”. Since equation 11 is the maximum amount of FemtoWoC, which is given as a function of the apartments quantity and apartments per floor of the building in the zone “z”. From this, the amount of BS to be implemented in the city is given by equation 12.

\[
N_{max}(z, FemtoC) = N_{apartments}(z)
\]

\[
N_{max}(z, FemtoWoC) = \left( \frac{N_{apartments}(z)}{N_{apf}(z)} \right)
\]

\[
BS(t,b) = \sum_z \min \left( \frac{R(t,z)}{C_{dl}(b)}, N_{max}(z,b) \right)
\]

\( R(t,z) \) is the traffic generated by the zone “z”, which can be obtained by equation 1. And “b” is the kind of BS indoor. On the other hand, \( C_{dl}(b) \) is the maximum downlink capacity for BS “b”.

### D. Total Energy Consumption in Backhaul

In [15], it is proposed the generic backhaul model composed by three segments: “cell site (CS)”, “hub site (HS)”
and “Central Office (CO)”. The “CS” has the function of aggregating traffic from one or more BSs. On the other hand, the “HS” works aggregating traffic from one or more “CS”. And the “Central Office” aggregates the traffic of one or more “hubs”. Depending on the technology type used in each location, the communication between these segments uses particular means of access that will qualify the backhaul type. Among the most common ways are fiber optics, microwave and copper.

Based on this generic architecture, the total energy consumption in “Watt” for a given backhaul architecture is provided by equation 13. It was considered that the aggregate functions, commutation and routing are ideally performed in order to transport the traffic between the network core and the network access.

\[ P(t,a) = P_{CS}(t,a) + P_{HS}(t,a) + P_{CO}(t,a) \]  

(13)

\[ P_{CS}(t,a), \; P_{HS}(t,a) \; \text{and} \; P_{CO}(t,a) \] represent the total energy consumption by “CS”, “HS” and “Central Office” for backhaul architecture “a”. Considering the use of FemtoC and FemtoWoC BSs and the means of access, such as fiber and copper, it is presented four types of backhaul architecture, where three types are for mobile network composed of FemtoCs and one type composed of FemtoWoC. The architectures are explained in the following subsections, and illustrated in Fig. 1.

1) Architecture 1 (Arc1): Fiber-to-the-curb/cabinet with FemtoC BS

The backhaul solution Fiber-to-the-Curb/Cabinet (FTTC) for FemtoC presented in Fig. 1 (a) is a hybrid architecture that employs the use of fiber and copper. In this architecture the Femto BS traffic is “backhauled” for a xDSL modem in “CS”. In this study, it was considered the modem type “Very-high-speed Digital Subscriber Line 2” (VDSL2), which provides high-speed connections over twisted pair of copper cables. Each modem is connected to the DSLAM in “HS” through a copper connection. The DSLAM is stored in a cabinet in the street next to the users. The choice for VDSL2 was due to maximum downlink rate achieved that meet the backhaul criteria for Femto over other xDSL technology. According to [16] and [7], the VDSL2 reaches up to 100 Mbps for distances of 300m and 1.5km, under certain conditions. Due to this VDSL2 limitation, it is better for the DSLAM to be distant from the user at a maximum are of 300 m. DSLAMs are connected to “Fiber Switches” (SFs) in the “Central Office” by 1 Gbps fiber links point-to-point. In order to transmit and receive the optical signal, it is used small form-factor pluggable transceivers (SFPs). SFs aggregate traffic of the entire wireless network before sending to the metro network (MN)” via 10Gbps fiber links and SFP+ modules. As it was shown in Equation 13, the total backhaul power consumption is the sum of the CS, HS and CO power consumption, which for this architecture are given by equations 14, 15 and 16:

\[ P_{CS}(t,arc1) = BS(t, FemtoC) \times P_{modem} \]  

(14)

\[ P_{HS}(t,arc1) = N_{DSLAM}(t,arc1) \times (P_{DSLAM} + 2 \times P_{SFP}) \]  

(15)

\[ P_{CO}(t,arc1) = N_{SFP}(t,arc1) \times (P_{SFP} + 2 \times P_{SFP}) \]  

(16)

where \( P_{modem}, \; P_{DSLAM}, \; P_{SFP}, \; \text{and} \; P_{SFP} \) represent the energy consumed in “Watt” by the VDSL2 and DSLAM modem;
After the “replacement for the miniDSLAM in is similar Arc 1. The only difference is the DSLAM architecture that employs fiber and copper. This architecture FemtoC BS, presented in Fig. 1 (c), is architecture with means obtained by equations 17, 18 and 19.

Similarly, the miniDSLAM: $N_{\text{DSLAM}}(t,arc1)$ is as a function of the number of ports in used by the DSLAM:

$$N_{\text{DSLAM}}(t,arc1) = \frac{B(t, \text{FemtoC})}{N_{\text{DSLAM}_{\text{pass}}}}.$$  

Similarly,

$$N_{FS}(t,arc1) \text{ is based as a function of ports used by the FS:}$$

$$N_{FS}(t,arc1) = \frac{N_{\text{DSLAM}}(t,arc1)}{N_{\text{pass}}}.  \tag{17}$$

2) Architecture 2 (Arc2): Fiber-to-the-building with FemtoC BS

The backhaul solution Fiber-to-the-building (FTTB) for FemtoC BS, represented in Fig. 1 (b), is also a hybrid architecture that employs fiber and copper. This architecture is similar Arc 1. The only difference is the DSLAM replacement for the miniDSLAM in “HS”. In this case the “HS” is within each building instead of booths on the streets. After the “HS” the Arc 2 is similar to Arc 1. The power consumption of the segments in “Watt” for this architecture is obtained by equations 17, 18 and 19.

$$P_{\text{CS}}(t,arc2) = B(t, \text{FemtoC}) \times P_{\text{modem}} \tag{17}$$

$$P_{\text{HS}}(t,arc2) = N_{\text{MiniDSLAM}}(t,arc2) \times \left( P_{\text{MiniDSLAM}} + 2 \times P_{\text{SFP}} \right) \tag{18}$$

$$P_{\text{CO}}(t,arc2) = N_{FS}(t,arc2) \times P_{\text{FS}} \tag{19}$$

where $P_{\text{MiniDSLAM}}$ represent the energy consumed in “Watt” for miniDSLAM. Moreover, the $N_{\text{MiniDSLAM}}(t,arc2)$ and $N_{FS}(t,arc2)$ represent the amount of miniDSLAM and Fiber Switch for the backhaul FTTB in the time “t”. $N_{\text{MiniDSLAM}}(t,arc2)$ is as a function of ports using the miniDSLAM: $N_{\text{MiniDSLAM}}(t,arc2) = \frac{B(t, \text{FemtoC})}{N_{\text{MiniDSLAM}_{\text{pass}}}}.  \tag{20}$  

Similarly, the $N_{FS}(t,arc2)$ is as a function of ports using FS:

$$N_{FS}(t,arc2) = \frac{N_{\text{MiniDSLAM}}(t,arc2)}{N_{\text{pass}}}.  \tag{21}$$

3) Architecture 3 (Arc3): Fiber-to-the-home with FemtoC BS

The backhaul solution Fiber-to-the-Home (FTTH) with FemtoC BS, presented in Fig. 1 (c), is architecture with means of access only through fiber. As with other architectures, each FemtoC is in one apartment. The difference is that the equipment will “backhauled” the traffic in the “CS” is the “Optical Network Unit” (ONU). The aggregate traffic at the ONUs is drained to the “Optical Splitter” via fiber cables in “HS”. Each “Optical Splitter” is connected via optical fiber to a “Optical Line Terminal” (OLT) port at the CO. The OLTs add all network traffic before sending them to the MN via fiber links of 10 Gbps in SFP+ modules. The energy consumption in “Watt” is given by the sum of the parts of this architecture that are obtained by equations 20, 21 and 22.

$$P_{\text{CS}}(t,arc3) = B(t, \text{FemtoC}) \times P_{\text{onu}} \tag{20}$$

$$P_{\text{HS}}(t,arc3) = N_{\text{splitter}}(t,arc3) \times P_{\text{splitter}} \tag{21}$$

$$P_{\text{CO}}(t,arc3) = N_{\text{OLT}}(t,arc3) \times (P_{\text{OLT}} + 2 \times P_{\text{SFP}}) \tag{22}$$

where $P_{\text{onu}}, P_{\text{splitter}}, P_{\text{OLT}}$ and $P_{\text{SFP}}$ represent the power consumed by the ONU, “Optical Splitter”, OLT and SFP+, respectively. $P_{\text{splitter}}$ is the passive type, so it does not consume energy. Furthermore, $N_{\text{splitter}}(t,arc3)$ e $N_{\text{OLT}}(t,arc3)$ represents the amount of “Optical Splitter” and OLT for the backhaul FTTH at time “t”. $N_{\text{splitter}}(t,arc3)$ is based on the number of “Optical Splitter” ports:

$$N_{\text{splitter}}(t,arc3) = \frac{B(t, \text{FemtoC})}{N_{\text{splitter}_{\text{pass}}}}. \tag{23}$$

Similarly,

$$N_{\text{OLT}}(t,arc3) = \frac{N_{\text{splitter}(t,arc3)}}{N_{\text{OLT}_{\text{pass}}}}. \tag{24}$$

4) Architecture 4 (Arc4): Fiber-to-the-building with FemtoWoC BS

The Fiber-to-the-building (FTTB) solution for FemtoWoC BS, presented in Fig. 1 (d), is hybrid architecture composite of fiber and copper. Each FemtoWoC is implemented in each floor of the building and its traffic is aggregated in the McBS in “CS”. They are connected by twisted pair copper cables. Each McBSs is connected to a “ONU”, which is also the leased in the “CS” for fiber cable. The aggregate traffic at the ONUs is drained to the “Optical Splitter” in “HS” via fiber cables. From the “Optical Splitter” connections and equipment are the same used in FTTH. The energy consumption in “Watt” of this architecture segments is obtained by equations 23, 24 and 25.

$$P_{\text{CS}}(t,arc4) = M_{\text{McBS}} \times P_{\text{McBS}} \tag{23}$$

$$P_{\text{HS}}(t,arc4) = N_{\text{splitter}}(t,arc4) \times P_{\text{splitter}} \tag{24}$$

$$P_{\text{CO}}(t,arc4) = N_{\text{OLT}}(t,arc4) \times (P_{\text{OLT}} + 2 \times P_{\text{SFP}}) \tag{25}$$

where $P_{\text{McBS}}, P_{\text{splitter}}, P_{\text{OLT}}$ and $P_{\text{SFP}}$ represent the energy consumed by the “McBS”, “Optical Splitter”, OLT and SFP+, respectively. $P_{\text{splitter}}$ is the passive type, so it does not consume energy. Furthermore, $M_{\text{McBS}}$, $N_{\text{splitter}}(t,arc4)$ and $N_{\text{OLT}}(t,arc4)$ represent McBS quantity, “Optical Splitter”
and OLT for the backhaul FTTB in time “t”. $N_{McBS}$ is a function of the number of MCBs ports and the amount of FemtoWoC: $N_{McBS}(t) = \frac{BS(t, FemtoWoC)}{N_{McBS_{tiny}}}$. 

$$N_{split}_{opt}(t,arc4) = \frac{BS(t, FemtoWoC)}{N_{split}_{opt}}$$ is based on the number of “Optical Splitter” ports. Similarly, $N_{OLT}(t,arc4)$ is based on the number of OLT ports: 

$$N_{OLT}(t,arc4) = \frac{N_{split}(t,arc4)}{N_{OLT_{tiny}}}$$.

IV. STUDY CASE — PARAMETERS DEFINITION

In this section, it is presented the assumptions used and the case study. Then, it is explained the methodology used to estimate the total energy consumption of the network.

For this study, it was adopted the scenario of city with urban and dense urban areas organized as the Manhattan city model, as shown in Fig. 2. For both cases, it was studied indoor environments, in other words, it was analyzed only traffic inside buildings. Zone dependent variables “$z$” are given in Table I.

<table>
<thead>
<tr>
<th>TABLE I: CITY DATA CONFIGURATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>$N_{apart}$</td>
</tr>
<tr>
<td>$N_{gb}$</td>
</tr>
<tr>
<td>$N_{apf}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II: STUDY CASE PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>$N_{apart}(z)$</td>
</tr>
<tr>
<td>$\rho(z)$</td>
</tr>
<tr>
<td>$\phi(z)$</td>
</tr>
</tbody>
</table>

**Power Consumption Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{DSLAM} / N_{DSLAM}$</td>
<td>64 W/16 ports</td>
</tr>
<tr>
<td>$P_{p} / N_{p_{tiny}}$</td>
<td>300 W/24 ports</td>
</tr>
<tr>
<td>$P_{split} / N_{split_{tiny}}$</td>
<td>0 W/16 ports</td>
</tr>
<tr>
<td>$P_{MiniDSLAM} / N_{MiniDSLAM_{tiny}}$</td>
<td>64 W/48 ports</td>
</tr>
<tr>
<td>$P_{OLT} / N_{OLT_{tiny}}$</td>
<td>300 W/40 ports</td>
</tr>
<tr>
<td>$P_{McBS} / N_{McBS_{tiny}}$</td>
<td>45 W/16 ports</td>
</tr>
<tr>
<td>$P_{Modem} / P_{ONU}$</td>
<td>10 W/5 ports</td>
</tr>
<tr>
<td>$P_{SFPP} / P_{SFPP}$</td>
<td>2.5 W/3 ports</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Base Station</th>
<th>Downlink Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Femtoc</td>
<td>50 Mbps</td>
</tr>
<tr>
<td>Femtowoc</td>
<td>50 Mbps</td>
</tr>
</tbody>
</table>

The users are exclusively served by small cells BS, as shown in Fig. 1. It was used FemtoC and FemtoWoC base stations and as a small cells possibility. The small cells are placed the apartments or floors building operating as a licensed spectrum, focusing on the demand for coverage and capacity for indoor users. It was consider that the average data rate per user changes over the years (Subsection III-A).

Fig. 3 shows the energy consumption per area, the four backhaul architectures as function of the throughput per area. Recalling that Arc 1, Arc 2 and Arc 3 architectures...
FTTC, FTTB and FTTH with FemtoC BS, respectively, and Arc 4 is the FTTB with FemtoWoC BS. It was noted that, in all backhaul architectures the power consumption increases linearly with the throughput increase. Comparing the architectures with Femto BS, the power consumption decreases from Arc 2, Arc 1, Arc 3, following that order. Therefore, the most and the least efficient in terms of energy is FTTH and FTTB.

Considering only the Arc 2 and Arc 1 architectures, using VDSL2 technology, it was note that the FTTB consumes more energy than the FTTC. The reason is shown in Fig. 4. The device amount in the HS and CO is higher in the Arc 2 than in the Arc 1 due to the own backhaul configuration. The miniDSLAMs and DSLAMs are implemented by building and set of buildings, respectively. The greater is the number of devices in HS, it directly impacts the device amount of CO, resulting in higher power consumption.

When comparing Arc 3 and Arc 1, it was noted that in Fig. 5 the equipment amount is greater for FTTH architecture in HS and CO, but has less power consumption compared to FTTC, as shown in Fig. 3. The reason for this lies in the individual equipment energy consumption the in HS of the FTTH architecture. The splitters in HS do not consume energy because they are passive optical devices, which dramatically reduces the overall power consumption of the backhaul.

Furthermore, when analyzing the backhaul by segment, it was found that the higher energy consumption is in the “CS”, as shown in Fig. 5. And, as noted in previous comparisons that switching devices for others with more backhaul efficient in the HS segment can dramatically reduce the total power consumption of the backhaul. It was tested an equipment type change in CS of the backhaul architecture, but for that it is necessary to change the type of BS. Therefore, it was chosen the FemtoWoC that has better performance and power consumption than FemtoC, as shown in [14]. As a result of this CS exchange, there was a significant reduction in total power consumption of the backhaul FTTB being less than the FTTH, as shown in Fig. 3. Despite the fact that FTTB backhaul for FemtoWoC and the FTTH for FemtoC having a similar structure when connection to CS, Fig. 4 shows that the equipment quantity in the three backhaul segments was lower for the FTTB. The reason for this lies in the FemtoWoC configuration that employs traffic aggregation and centralization of FemtoWoC BS in MCB. In other words, it is one McBS for each FemtoWoC, whereas in the FTTH the proportion is one ONU for each FemtoC, resulting in more equipment. Then, the ONUs set results in higher energy consumption compared to the McBS.

Therefore, the backhaul power consumption can be
reduced by adopting architectures and equipment with better energy efficiency in its segments. And as the main bottleneck, the CS segment representing approximately 40% and 98% of the backhaul total energy consumption. However, it must important to pay attention to the HS for architectures that use copper technologies, such as xDSL, because they consume a lot of energy.

VI. CONCLUSION

It was presented in this research a new prediction of mobile traffic model for the next 15 years and an efficient base stations deploying model respecting the coverage area and the traffic requirements. Finally, it was studied the impacts that may be caused by the total energy consumption of the backhaul.

The backhaul was analyzed as a whole and its segments; Cell Site, Hub Site and Central Office. It was demonstrated how wireless network expansion, different architectures backhaul and capacity requirements affect the total energy consumption of the backhaul and its segments, as result determining bottlenecks.

The expected traffic boost implies increasing the infrastructure of all backhaul architectures impacting on the energy consumption. However, changing the backhaul architecture type can reduce the total energy consumption. Considering only FemtoC as indoor BS, it was found that the backhaul architectures FTTH and FTTB had the lowest and the highest energy consumption, respectively, due to the energy efficiency of the equipment in the “HS”. However, it was also identified that the major bottleneck is the “CS”, representing up to 98% of the whole energy consumption.

Thus, by changing to an indoor BS type more efficient, such as FemtoWoC, the equipment and the architecture of the “CS” was modified. Applying this change in the FTTB architecture, it was observed a significant improvement in the backhaul energy consumption achieving less power consumption than the FTTH with FemtoC. Therefore, adopting architectures and equipment with better energy efficiency we can reduce the backhaul power consumption.

REFERENCES


