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Abstract—A receiving and sending algorithm is proposed to 

prevent the packet loss in Linux-based EtherCAT master. The 

algorithm is implemented by modifying the IgH EtherCAT 

master stack module, and can be used in the application 

program for EtherCAT master. The performance of the 

modified EtherCAT master is verified by experimenting it with 

the EtherCAT slave hardware provided from Texas 

Instruments Inc. Experiment results show the improved data 

throughput as well as the compensation of communication jitter 

compared to the existing IgH EtherCAT open master stack. 

 

Index Terms—Communication jitter, data receiving and 

sending algorithm, EtherCAT, packet loss, throughput.  

 

I. INTRODUCTION 

In recent years, the software-based network master stacks 

with non-dedicated computer have been increasingly used as 

industrial automation systems [1]. In some cases, this trend 

led to various approaches related to both the implementation 

and evaluation of  software-based master using open-source 

operating system (OS) supporting the real-time capability [2], 

[3]. 

As for an industrial fieldbus, EtherCAT, an Ethernet-based 

high-performance fieldbus system, has been widely used for 

the industrial network solution [4]. It enables the network 

control system to be built without additional customized 

interface card on the controller. Moreover, this kind of 

systems can be built entirely from open-source components 

due to the availability of open-source EtherCAT master 

components like IgH EtherLab [5].  

Several different real-time extensions of Linux have been 

chosen for the EtherCAT network applications in the recent 

past [6]. Their real-time performance has been thoroughly 

evaluated because Linux has sometimes been used as a 

platform to develop and benchmark novel scheduling 

paradigms and algorithms [7], [8]. However, they do not 

consider the improvement of the inner stack program and the 

compensation of communication jitter incurred by a periodic 

networked control task for receiving and sending process of 

EtherCAT frame. 

In this study, we propose a receiving and sending algorithm 

to improve the data throughput of Linux-based EtherCAT 

master. The modified master stack eliminates the data skip 

which occurs in process data handling of high-speed 

EtherCAT communication. The performance of Linux-based 

master stack applied with the proposed receiving and sending 
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algorithm is experimented with the EtherCAT slave 

controllers, TMDSICE3359, provided in Texas Instrument. 

The experimental results show that the proposed solution not 

only enhances data throughput but also have a positive effect 

on the communication system in terms of transfer period 

compared to existing IgH EtherCAT master stack. 

 

II. DESCRIPTION OF THE ETHERCAT PROTOCOL 

EtherCAT is an industrial protocol built on the Ethernet 

specifications. The particular method of EtherCAT to process 

frames makes it possible to be the fastest industrial Ethernet 

technology [4], [9]. Key functional principle lies in how its 

nodes process Ethernet frames. Each node reads the data 

addressed to it and writes its data back to the frame all while 

the frame is moving downstream. This leads to improved 

bandwidth utilization while also eliminating the need for 

switches or hubs [4]. 

Data communication structure of EtherCAT network can 

be characterized as Master and Slave. The EtherCAT master 

sends a telegram that passes through each node. Each of 

EtherCAT slave devices reads the data addressed to it 

expeditiously and inserts its data in the frame moving 

downstream. The frame is delayed only by hardware 

propagation delay times. The last node in a segment or branch 

detects an open port and sends the message back to the mater 

using full duplex feature of Ethernet. 
 

 
Fig. 1. Flowchart of receiving and sending algorithm at EtherCAT master. 

 

The receiving and sending algorithm of master software 

between the data-link layer and the application layer can be 

explained as in Fig. 1 [10]. In this study, IgH EtherCAT 

master stack which is the qualified open-source master 

software is used as the basis of analysis. First, the program 

receives the datagrams sent from the slaves periodically. 

Second, the program processes the received process data and 

queues the domain datagrams. After all of the applications in 

the master finish, the program put the new process data in the 

send datagram queue. Then, the master sends the queued 
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datagrams to the slaves. After then, master sleeps for the 

established time by a Linux function, clock_nanosleep(), and 

one cycle of the master process is finished. This cyclic 

process continuously repeats until the program is finished. 

 

III. PROBLEM STATEMENT 

The transfer period of EtherCAT master is affected by the 

communication jitter depend on the hardware performance 

[5], [11], [12]. Communication jitter can be classified into 

two kinds; the transfer period to be shorter than the defined 

value and to be longer than the defined value. Both kinds of 

jitters imply a potential risk on network system and lead to 

instability of the communication between master and slaves. 

The focus of this paper is the case of transfer period being 

shorter than defined value. When the transfer period is shorter 

than the previous cycle time, the receive command is 

performed in the state that master have not yet received new 

data from slaves. Then, the master is not able to receive the 

data consequentially. Cycle time is the time taken for data to 

pass through the network and return to the master [13]. 

Fig. 2 shows that the difference in data exchange sequence 

between a normal circumstance and the shorten transfer 

period circumstance. In this case, the process data keeps being 

the same as in the last cycle because it is not erased by the 

domain. When the domain datagrams are queued again, the 

master notices that they are already queued. It is noticed by 

domain process as the working counter of processing 

datagrams is not increased. In the case of IgH EtherCAT 

master stack, the master is programed to print warning 

messages that inform datagrams were skipped [5]. It is able to 

be confirmed by the system log as shown in Fig. 3. 
 

 
Fig. 2. Data exchange sequence when (a) the network works normally (b) 

transfer period is shorter than cycle time. 

 

 
Fig. 3. System log including data warning messages. 

 

Although the transfer period is set as a constant value, the 

problem usually occurs since the performance of hardware is 

not able to perform the programmed tasks. Therefore, the 

problem could get solved with sufficiently high-performance 

hardware [5]. However, we suggest the solution of this 

problem only with modifying the master stack by proposed 

receiving process.  

 

IV. PROPOSED SOLUTION 

In this section, we propose a simple method to overcome 

the defect of EtherCAT master outlined above. The proposed 

algorithm is depicted in Fig. 4. 
 

 
Fig. 4. Flowchart of the proposed algorithm. 

 

A step for decision whether receiving has been completed 

or not is added to the receiving and sending algorithm. Under 

this algorithm, if the master have not received all of data from 

the slaves, it has master wait and execute the receive function 

in succession until master receives all response frames sent 

from master to slave just before. 

This additional process is implemented by checking the 

working counter. The working counter enables information in 

each datagram to be monitored for consistency within the 

frames [4], [5]. Every node addressed by the datagram and 

whose memory is accessible increments working counter 

automatically. If the working counter has a different value 

than it should, the master waits until working counter change 

to the value it should. The master device is then able to 

automatically detect the reason for the unexpected behavior 

with help from status and continue the job. The pseudo code 

for decision on receiving data to prevent data skip is shown in 

Fig. 5. 

In the proposed algorithm, the additional receiving process 

works during the working counter being not three only if the 

state of master is operation mode. The working counter being 

three means slaves has finished reading and writing data in the 

arrived frame. For that condition, the program continue to 

attempt to receive frame until the working counter being 

changed to the expected working counter value using the three 

functions; ec_master_receive, ecrt_domain_process and 

check_domain_state. 

When this algorithm is applied to the existing master stack, 

it is possible to send and receive frames stably without data 

loss because master do not send next packet until finishing the 

processing for previous packet. Consequently, the data 

throughput of EtherCAT network master is improved without 
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hardware which has remarkable performance. 
 

 
Fig. 5. Pseudo code for data receiving algorithm. 

 

V. EXPERIMENT 

A. The Hardware and Software Platform 

 

 
Fig. 6. Block diagram of experimental station. 

 

The experiment is conducted with one PC master and four 

slaves. The block diagram of experimental station is 

presented in Fig. 6 [14]. The blocks can be classified into a 

master and slaves. Solid boxes and arrows represent hardware 

components and causality relationships within the modules. 

Dashed boxes and arrows signify interfering components and 

concurrent activities. In order to reduce the interferences 

caused by operating system tasks not required by the control 

application, unnecessary tasks for implementing an 

EtherCAT network had been removed and the static priority 

of the control application for experiment is set to 49, the 

highest value. 

The EtherCAT system was implemented and tested on a 

general purpose PC equipped with an Intel Core i7 running at 

2.67GHz and 4GB of DDR3 RAM as the master. The network 

interface card carrying EtherCAT traffic is based on the Intel 

gigabit network card. The PC has been set up with a Linux 

kernel version 3.2.0 patched with the RT version 10 

components which are calibrated to schedule and synchronize 

hard real-time tasks. The Linux kernel with RT patch offers 

real-time performance comparable with commercial RTOS as 

well as IgH EtherCAT master stack installed is optimally 

designed for Linux kernel module. As for the slave device, 

TMDSICE3359 provided by Texas Instrument was used as 

slave devices. 

B. Experimental Results 

The experiment is conducted using program a master send 

process data to slaves on a regular period. Executing the 

program for 20 minutes in each transfer period, we measure 

the number of skipped EtherCAT frames. As depicted in Fig. 

7, the number of skipped EtherCAT frames is in inverse 

proportion to the transfer period before collecting the process. 

On the other hand, there is no skipped frame when the 

proposed solution is applied. It means that there was any data 

loss in the process of communication as the proposed process 

clearly had got rid of the skipping data problem. 
 

 
Fig. 7. The number of data skip for each transfer period. 

 

In addition, a point to be considered for this solution is 

whether it has an adverse effect on real-time communication 

system. In order to verify it, the average duration of the 

receiving step with the proposed algorithm and change of 

transfer period are measured. All of the values are measured 

by the Master PC using the clock_gettime() function which 

gets the current time from CPU. 

The average duration of the receiving step as it is repeated 

more than twice on each condition is measured and the results 

are shown in Fig. 8. 
 

 
Fig. 8. Duration of the proposed process. 

 

 
Fig. 9. Transfer period (a) in normal situation (b) when the receiving process 

is repeated with the proposed algorithm (c) when data are skipped without 

the proposed algorithm. 
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According to the results of Fig. 8, the receiving process 

takes much less time comparison with the programmed 

transfer period and the maximum time of the receiving 

process also shorter than time for the programmed transfer 

period. 

Fig. 9 is the measured transfer period of the system in the 

same condition. According to the results, the transfer periods 

in the situation that the receiving process being repeated do 

not exceed the real transfer periods in normal situation which 

are different with the programmed values since an actual 

system is not able to work ideally as it had been programmed 

by external factors. It means that the proposed solution 

doesn't have an adverse effect on the communication system 

at all in terms of time. 

The additional receiving process of the proposed algorithm 

is also able to compensate a shorten time by a quick execution 

of the first data receiving function. It is also can be known by 

the result of Fig. 9. The transfer period in case of the receiving 

process being repeated with the proposed algorithm is longer 

than the transfer period in the case of data being skipped 

without the proposed algorithm and is closer to the 

programmed transfer period. 

 

VI. CONCLUSION 

In this paper, we proposed a method to solve the weakness 

of EtherCAT protocol that EtherCAT master skips data in the 

case of transfer period being shorter than defined value. It had 

been verified through the experiments with EtherCAT 

network system applying the receiving and sending algorithm. 

We also confirmed that the algorithm is able to prevent data 

loss effectively between master and slaves as well as does not 

influence on existing program aspect of delay and even the 

short delay helps to maintain the cycle time of communication. 

This proposal is all the more meaningful in that the EtherCAT 

network can be improved with a simple code modification 

without any hardware upgrades. 
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