
  

 

Abstract—Traditionally, the optimization goal of multicast 

routing in WDM optical networks is to minimize the number of 

wavelengths and fibers used for the multicasting. In this paper, 

we consider a problem concerned about how to multicast 

several video streams simultaneously to a number of clients in a 

given WDM network with sparse light spitting, where the 

number of wavelengths on each link is given in advance. Our 

goal is to construct a number of multicast trees for all required 

streams so that the multiple constraints: bandwidth, delay and 

multicast capability, are satisfied and the total number of clients 

participating in all multicast sessions is also maximized. This 

problem is referred as profit-oriented and delay-constrained 

group multicast routing (𝐏𝐃𝐆𝐑𝐌 ) problem. Two heuristic 

algorithms are proposed in this paper for this NP-hard problem. 

A set of experimental results are also provided to compare the 

performances of our heuristics with previous methods 

published in literature. 

 

Index Terms—Group multicasting, light splitting, profit 

maximization, WDM networks. 

 

I. INTRODUCTION 

Recently, with the advance of communication 

technologies, many bandwidth hungry applications such as 

video-conferencing, video-on-demand (VOD), high 

definition television (HDTV), online games are believed to 

be the major driving forces behind the growth of e-commerce. 

The network equipped with Wavelength Division 

Multiplexing (WDM) technology that can provide 

throughputs up to several terabytes through optical fibers is 

the most promising broadband platform [1]-[3]. Multicast 

routing mechanism can save large amount of bandwidths by 

sending messages with one packet to multiple destinations 

simultaneously. Hence, the multicast is a bandwidth saving 

method for transmitting multimedia streams. 

To support multicast routing in the second generation of 

WDM networks, an optical node is required to be equipped 

with a light splitter which can split an input light signal into 

multiple outputs [4]. Such node is also called multicast 

capable (MC) node. Because of the high cost and complex 

architecture of MC nodes, only a part of optical nodes in a 

WDM network are permitted to have multicast capability [5]. 

Such optical networks are called WDM networks with sparse 

 
Manuscript received June 15, 2015; revised September 16, 2015. This 

work was supported by a grant from the Ministry of Science and Technology, 

Taiwan, R.O.C. (MOST 103-2221-E-024-011). 
W. L. Yang is with the Department of Computer Science and Information 

Engineering, National University of Tainan, Tainan, Taiwan (e-mail: 

wlyang@ mail.nutn.edu.tw).  
C. T. Yang is with the Department of Electrical and Computer 

Engineering, National Chiao Tung University, Hsinchu, Taiwan. 

David Huang is with the Department of Electrical Engineering, National 

University of Tainan, Tainan, Taiwan. 

light splitting. For a multicast implementation on a WDM 

network with sparse light splitting, more than one multicast 

trees may be required for the same multicast session. It is 

because of the lack of MC nodes to support light splitting. A 

multicast tree established on a WDM network is usually 

called a light-tree. Hence, it is very common to have a light 

forest to implement a multicast application on a WDM with 

sparse splitting. Different wavelengths are then needed and 

allocated to different light-trees in a light forest to support 

multiple concurrent transmissions. Many studies [5]-[7] 

about wavelength assignments for multicast trees have been 

proposed. Their goal is to minimize the number of required 

wavelengths subject to the multicast capability constraint. 

In this paper, we are interested in the problem which is 

concerning about how to fully utilize the wavelength 

resources on the wavelength division multiplexing (WDM) 

optical networks when many clients send out requests 

simultaneously to receive the same or distinct programs from 

a video server built on the network. Obviously, we need 

multiple multicast trees to carry all the required video streams. 

For the owners and operators of the WDM networks, they 

may have interests in whether there is a method to 

accommodate all these multicast trees on the resource 

constrained WDM optical networks so that the number of 

serviced clients are maximized.  

On the contrast to previous studies on WDM networks, a 

number of constraints about multicast capability of nodes, the 

number of wavelengths on a link (the bandwidth constraint), 

the multicast delay bound and the number of serviced clients 

are jointly considered in this study for a given WDM network 

with sparse light splitting. To the best of our knowledge, this 

is the first work about the cross-layer design consideration at 

application layer for the multicast on WDM networks. 

Our goal is to construct a number of multicast trees for all 

required streams without violating the aforementioned 

constraints so that the total number of clients participating in 

multicasting is maximized. This problem is referred as the 

profit-oriented and delay-constrained group multicast routing 

(PDGRM) problem in this study. The group multicast routing 

problem is a well-known NP-hard problem [8], [9]. Two 

heuristics based on greedy and k-shortest paths strategies are 

proposed in this paper for the PDGRMproblem. 

 

II. PROBLEM FORMULATION AND ASSUMPTIONS 

As shown in Fig. 1, a WDM network can be represented by 

an acyclic direct graph 𝐺(𝑉,𝐸), where V is set of optical 

nodes and E is a set of directed links. Each link 𝑙 ∈ E is 

associated with a bandwidth resource w(𝑙)  and a 

transmission delay ρ(𝑙). The w(𝑙) represents the number of 

wavelengths can be allocated to different concurrent 

transmissions on the link 𝑙. A special node  is served as a 

Constructing Resource Constrained Multicast Trees on 

WDM Networks with Limited Light-Splitting 

Wen-Lin Yang, Chun-Tao Yang, and Yu-Chung Huang 

International Journal of Future Computer and Communication, Vol. 4, No. 5, October 2015

299doi: 10.18178/ijfcc.2015.4.5.405



  

server node which is able to transmit a number of video 

programs simultaneously. Hence, we assume that only 

outgoing links are incident from 𝑆  to represent streaming 

direction. 

At each optical switch node 𝑢 ∈ V (𝑢 ≠ 𝑆), it provides 

communication service to a LAN (local area networks) where 

a number of clients are attached. The clients covered by each 

non-server node may send requests to subscribe the same or 

distinct video streams provided by the server node 𝑆. An 

optical switch node 𝑢 ∈ V  is defined to be a destination if at 

least one clients at u send out subscription requests. That is, 

𝑟𝑒𝑞𝑢𝑒𝑠𝑡 𝑢 > 0 . A destination set D is then defined as 

follows: D = {𝑢|𝑟𝑒𝑞𝑢𝑒𝑠𝑡 𝑢 > 0,𝑢 ∈ V}. 

Let 𝑀  denote the set of video programs subscribed by 

clients and required to be transmitted concurrently. Our goal 

is to construct m multicast trees: 𝐺𝑇 = {𝑇0 ,⋯ ,𝑇𝑚−1}, where 

𝑚 is the number of elements in 𝑀. 
 

 
Fig. 1. A WDM network example. 

 

A. Constraints 

When a common link 𝑙  is shared by more than one 

multicast trees, the bandwidth constraint 𝐶1 shown as follows 

must be satisfied: 

 

 𝑦𝑕 ≤ 𝑤(𝑙)0≤𝑕≤𝑚−1 , where 
𝑦𝑕 = 1, 𝑖𝑓 𝑙 ∈ 𝑇𝑕
𝑦𝑕 = 0, 𝑒𝑙𝑠𝑒       

           (1) 

 

Assume that wavelength 𝜆𝑕1 is assigned to the multicast 

tree 𝑇𝑖  and wavelength𝜆𝑕2is assigned to the multicast tree 𝑇𝑗 , 

then the following wavelength assignment constraint 𝐶2 must 

be satisfied: 

 

 
𝑖𝑓  𝑙|𝑙 ∈ 𝑇𝑖 ∩  𝑙 𝑙 ∈ 𝑇𝑗  ≠ ∅ 𝜆𝑕1 ≠ 𝜆𝑕2

𝑒𝑙𝑠𝑒                                                     𝜆𝑕1 = 𝜆𝑕2

           (2) 

 

The constraint 𝐶2 is used to make sure that two multicast 

trees must be allocated two different wavelengths unless they 

do not have any link in common. 

Assume that a Boolean array 𝑀𝐶  is given for setting 

multicast capability for each optical switch node in the graph 

𝐺 . When 𝑀𝐶 𝑢 = 𝑓𝑎𝑙𝑠𝑒, node 𝑢 does not have multicast 

capability. As a result, 𝑢  can only be a leaf-node or an 

internal node with only one child node.A multicast capability 

constraint 𝐶3 is hencedefined as follows: 

If 𝑀𝐶 𝑢 = 𝑓𝑎𝑙𝑠𝑒, the number of downstream nodes of  

 

𝑢 ≤ 1, where 𝑢 ∈ 𝑇𝑖 , 0 ≤ 𝑖 ≤ 𝑚 − 1.                 (3) 

For a path 𝑃  from server 𝑆  to a destination 𝑑 , the path 

delay of 𝑃 is defined to be  𝜌(𝑙)𝑙∈𝑃 . Assume the given delay 

bound is , each multicast tree 𝑇𝑖  must satisfy the following 

delay constraint 𝐶4: 

 

maximum𝑃∈𝑇𝑖
{ 𝜌(𝑙)𝑙∈𝑃 } ≤ Δ, 0 ≤ 𝑖 ≤ 𝑚 − 1      (4) 

 

B. Objective Function 

Before the objective function is presented for ourPDGRM 

problem proposed in this paper, several auxiliary data 

structures must be defined first. For each node 𝑢 ∈ 𝑉, two 

vectors: demand (𝑍), receive (𝑅), are created. These two 

vectors have the same size which is equal to the number 

ofstreams 𝑚. For the value of 𝑍𝑢[𝑖] for node 𝑢, it represents 

the number of clients who send out requests for subscribing 

the 𝑖𝑡𝑕 video stream at node 𝑢.It is assumed that 𝑍𝑠is a zero 

vector at server node 𝑆.As for the vector 𝑅, it is a binary 

vector. If the 𝑖𝑡𝑕 stream is receivable in node 𝑢, 𝑅𝑢 𝑖 = 1. 

Otherwise, 𝑅𝑢 𝑖 = 0. For the server node𝑆, 𝑅𝑆 𝑖 = 1,∀𝑖 ∈
𝑀. The objective function of PDGRM problem can be then 

formulated as follows. 

 

𝑝𝑟𝑜𝑓𝑖𝑡 =  𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒{  𝑍𝑢𝑢∈𝑇𝑖
∙ 𝑅𝑢𝑇𝑖∈𝐺𝑇

}               (5) 

 

Fig. 2. Multicast group I. 

 

 
Fig. 3. Multicast group II. 

 

III. AN EXAMPLE 

For a WDM network given in Fig. 1, we may have two 

different multicast-tree construction results shown in Fig. 2 

and Fig 3 respectively. In Fig. 2, three multicast streams are 

constructed and 9 clients are serviced, whereas there are only 

two multicast streams in Fig. 3 and only 8 clients can be 

serviced. 

In order to determine the 𝑅 vectors of all multicast nodes, 

we also define a binary flow vector 𝐹 for each link 𝑙. For 

each 𝐹𝑙[𝑖], it is one if the 𝑖𝑡𝑕 stream is transmitted on the link 

𝑙, and it is zero otherwise. In Fig. 4, for example, 𝐹𝑆→𝐴 =
[0, 1, 1]. It represents streams 𝑝2 , 𝑝3 transmitted from 𝑆to 𝐴. 

Therefore, 𝑅𝐴 = [0, 1, 1]. On the other situation like node 𝐷, 

it has more than one incoming links, 𝑅𝐷 is the union of all 𝐹 
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Fig. 4. Determination of receive vectors. 

 

 
Fig. 5. The GSD heuristic. 

 

IV. GREEDY-BASED STREAM DISTRIBUTION HEURISTIC 

Since the demand vector 𝑍𝑢 [𝑖]  contains the number of 

clients subscribing the 𝑖𝑡𝑕stream at node 𝑢,  𝑍𝑢 [𝑖]0≤𝑖≤𝑚−1  

is the total number of clients subscribing streams at node 

𝑢.Hence, starting from server node 𝑆, we assign 𝐹 vector to 

its direct child nodes so that the number of clients in each 

child node receiving the streams is maximized. This heuristic 

is named the greedy-based stream distribution ( GSD ) 

algorithm. 

In Fig. 5, for example, 𝐹𝑆→𝐴 = [0, 1, 1]  because the 

bandwidth of link 𝑙𝑆→𝐴  is 2 and 𝑍𝐴 ∙ 𝐹𝑆→𝐴
𝑇 = 6whichis the 

maximum among all possible assignments. The same method 

is also applied to link 𝑙𝑆→𝐷 . This greedy-based distribution 

strategy is then recursively performed in breadth-first order. 

After all the flow and receive vectors are determined, the 

desired multicast trees are then extracted from the resulting 

network. These multicast trees must be pruned for multicast 

incapable non-leaf nodes which have more than one child 

node. At last, these resulting trees must be pruned again for 

recursively removing the unwanted leaf-nodes. An unwanted 

leaf-node is defined to be a leaf node which does not have any 

client subscribing the video streams. 

 

V. THE PROFIT AND K-SHORTEST PATHS BASED MULTICAST 

TREES CONSTRUCTION ALGORITHM 

On the basis of k-shortest paths, a profit-oriented heuristic 

algorithm for constructing a group of delay-constrained 

multicast trees on a WDM network is developed in this 

section. This heuristic is referred as the profit and k-shortest 

paths (PKSP) based algorithm, which is shown in Fig. 6. 

Theidea behindPKSP algorithm consists of the following two 

steps: multicast-tree construction phase and resource 

reallocating phase. 

A. Multicast-Tree Construction Phase 

In this phase, we construct a profit-oriented multicast tree 

𝑇𝑕  for each stream  without considering the wavelength 

assignment constraint 𝐶2 shown in section II.  

1) 𝑇𝑕  is computed based on the subgraph 𝐺𝑕  which is 

extracted from the given graph 𝐺. However, before 𝑇𝑕  is 

computed, a node weight Ψ 𝑢  for 𝑢 ∈ 𝐺𝑕  and k-shortest 

paths from a destination 𝑑 ∈ 𝐷𝑕  to each other node 

𝑢 ∈ 𝑉𝑕 ,𝑢 ≠ 𝑑, must be computed determine first.  

2) The Ψ 𝑢  is defined to the summation of the number of 

clients of all downstream nodes which can be reached 

from 𝑢. The details of this computation is described in Fig. 

7.  

3) For each subgraph 𝐺𝑕 , the k-shortest paths from each 

destination 𝑑𝑖 to the other nodes are computed based on 

Yen’s algorithm [10]. Only feasible paths whose delays 

are not greater than the given delay bound ∆ are stored in 

a table named Γ𝑕 .  

4) 𝑇𝑕  is then computed by the profit-oriented multicast tree 

construction function described in Fig. 8. The construction 

is started from the server node. In Fig. 8, the destinations 

in set 𝐷𝑕  are sorted into a non-increasing sequence𝛱𝑕  

based on node weight. Then, a multicast tree is 

constructed by iteratively adding the k-shortest path 

which is from to the first destination of sorted sequence in 

𝛱𝑕 . That is, the destination with the maximal node weight 

has the highest priority to be selected for addition.  

5) When the shortest path 𝑝𝑢→𝑑  selected from Γ𝑕  is 

considered for addition to 𝑇𝑕 , the following constraints 

must be satisfied: 

 𝑢 is a multicast-capable node or 𝑢 is a leaf node in 𝑇𝑕 . 

 𝑝𝑢→𝑑  is not overlapped with 𝑇𝑕  except for 𝑢. 

 After the path addition, the delay of the resulting tree 

should be no greater than the delay bound . 

 If there are more than one path satisfied the above 

constraints, we select the path 𝑝𝑢→𝑑  with the largest 

Ψ(𝑢). This is a profit-oriented addition. 

The destination 𝑑 is discarded when no path can satisfy the 

constraints (a)-(c). 

The lines (9)-(18) in Fig. 6 are used for implementing the 

above procedure.  

B. Resource Reallocating Phase 

The multicast trees constructed in the first phase may 

contain the overloaded links. When the number of trees 

containing link 𝑙is greater than bandwidth (the number of 

wavelength)pre-allocated to link 𝑙, 𝑙 is called an overloaded 

link. At line (19) in Fig. 6, the set 𝐿 is set to collect all the 

overloaded links. 

1) For each overloaded link 𝑙 ∈ 𝐿, we remove it from the 

best tree 𝑇𝑗  among all the trees containing 𝑙. At line (22) 

in Fig. 6, 𝑇𝑗  with the smallest𝛿𝑗  is selected where 𝛿𝑗  is the 

difference of the number of clients between 𝑇𝑗 and 𝑇𝑗 − 𝑙. 

That is, we delete an overloaded link𝑙 from a tree 𝑇𝑗  so 

that the loss of𝑔𝑎𝑖𝑛(𝑇𝑗 )  is minimum. The𝑔𝑎𝑖𝑛(𝑇𝑗 )  is 

defined to be the number of clients covered by 𝑇𝑗 .  

2) An uncovered destination set Ζ𝑕  is created for each tree 
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vectors from the incoming links. After all the 𝐹 and 𝑅
vectors are determined, the multicast trees can be derived 

from them. The multicast trees shown in Fig. 2 are derived on 

the basis of 𝐹 and 𝑅 vectors computed in Fig. 4.



  

 
 

 

 

 

 

 
 

 
Input: a directed graph G(V,E), a server node S with m video streams, a 

destination set D, a delay bound ∆ and a MCarray. 

1) Start at the server node 𝑆 ∈ 𝐺, assign each node a 𝑙𝑒𝑣𝑒𝑙 value in 
breadth-first order ; 

2) Make 𝐺(𝑉,𝐸) be acyclic direct graph by deleting backward links 

𝑙𝑢→𝑣 ∈ 𝐺, where 𝑙𝑒𝑣𝑒𝑙 𝑢 ≥ 𝑙𝑒𝑣𝑒𝑙(𝑣); 

3) For each 𝑣 ∈ 𝑉, a demand array is defined as follows: 

𝑑𝑒𝑚𝑎𝑛𝑑 𝑣  𝑕 = α, is the number of clients for 

         the𝑕𝑡𝑕 stream, 0 ≤ 𝑕 ≤ 𝑚− 1 ; 

4) For each destination 𝑑 ∈ 𝐷 { 

5)    compute the shortest path 𝑃𝑑  for destination node 

𝑑 ; 

6)    delete node 𝑑 if path delay of 𝑃𝑑 > ∆ ; 
7)    Recursively remove unwanted leaf-nodes;  

8) } 

9) For each stream  from  to 𝑚 − 1 { 

10) 𝐷𝑕 = {𝑣|𝑑𝑒𝑚𝑎𝑛𝑑 𝑣  𝑕 > 0, 𝑣 ∈ 𝑉} ; 

11) 𝐺𝑕(𝑉𝑕 ,𝐸𝑕) =Recursively remove unwanted  

leaves in 𝐺 based on 𝐷𝑕 ; 

12)     For each node 𝑢 ∈ 𝐺𝑕{ 

13) node weight Ψ 𝑢 = 

𝐶𝑜𝑚𝑝𝑢𝑡𝑒_𝑛𝑜𝑑𝑒_𝑤𝑒𝑖𝑔𝑕𝑡(𝑢,𝐺𝑕);} 

14) For each destination 𝑑𝑖 ∈ 𝐷𝑕{ 

15)       Create an array Γ𝑕 ,𝑖  to store all the feasible 

 𝑘 − shortest pathsfrom node 𝑢 to𝑑 with 

 path delay ≤ ∆ where 𝑢 ∈ 𝑉𝑕 ,  𝑢 ≠ 𝑑 ; 

16)  } 

17) 𝑇𝑕 = 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡_𝑚𝑢𝑙𝑡𝑖𝑐𝑎𝑠𝑡_𝑡𝑟𝑒𝑒(𝐷𝑕 , 𝐺𝑕) ; 
18) } 

19) Compute the overloaded link 

set𝐿,𝐿 =  𝑙𝑢→𝑣  bandwidth 𝑜𝑓 𝑙𝑢→𝑣 < 𝑡𝑕𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑇𝑕  

containing 𝑙𝑢→𝑣 , 0 ≤ 𝑕 ≤ 𝑚 − 1}; 

20) For each link 𝑙𝑢→𝑣 ∈ 𝐿 { 

21)  Let Y = {𝑇𝑗 |𝑙𝑢→𝑣 ∈ 𝑇𝑗 }; 

22) 𝛿𝑗 = 𝑔𝑎𝑖𝑛 𝑇𝑗  − 𝑔𝑎𝑖𝑛(𝑇𝑗 − 𝑙𝑢→𝑣), 𝑇𝑗 ∈ 𝑌; 

23)     Delete 𝑙𝑢→𝑣 from 𝑇𝑗 if 𝛿𝑗  is the smallest for 𝑇𝑗  

among all the trees in ; 

24) } 

25) Compute the uncovered destination set Ζ𝑕  for each tree 𝑇𝑕 , 

Ζ𝑕 =  𝑑𝑕 ,𝑖  𝑑𝑕,𝑖 is an uncovered  

destination for 𝑇𝑕 , 0 ≤ 𝑖 ≤ 𝜃𝑕},  

0 ≤ 𝑕 ≤ 𝑚 − 1; 

26) 𝒫 = ∅; 

27) For(𝑕 = 0; 𝑕 < 𝑚 ; 𝑕 + +) { 

28)    For(𝑖 = 0;  𝑖 < 𝜃𝑕  ;  𝑖 + +) { 

// for each uncovered destination in tree 𝑇𝑕  

29)      For (𝑗 = 0;  𝑗 <  𝑉𝑕 − 1;  𝑗 + +) {  

//Assume there are k shortest paths from node 𝑢𝑗  to 𝑑𝑖  

30)        For (each path 𝑝𝑓 ,𝑕 in each entry𝑥𝑕 ,𝑖[𝑗] ∈  Γ𝑕 ,𝑖 , 

0 ≤ 𝑓 ≤ 𝑘) { 

31) If (𝑑𝑒𝑙𝑎𝑦  𝑜𝑓 (𝑇𝑕 ∪ 𝑝𝑓 ,𝑕) ≤ ∆ and (𝑇𝑕 ∪  𝑝𝑓 ,𝑕) 

does not have any overloaded link) { 

32) 𝒫 = 𝒫 ∪ 𝑝𝑓 ,𝑕  ;} 

33) } }}}  

34) If(𝒫 ≠ ∅) { 

35)    Let 𝑝𝑚𝑎𝑥 ,𝑕= the path of the maximal weight in 𝒫; 

36)  𝑇𝑕 = 𝑇𝑕 ∪ 𝑝𝑚𝑎𝑥 ,𝑕  ; 

37)    Go To step (26) ; 
38) } 

39) Compute the total number of clients covered by all the multicast 

trees 𝑇𝑕 , 0 ≤ 𝑕 ≤ 𝑚 − 1; 
Fig. 6. The PKSP based algorithm. 

 

Integer  𝐶𝑜𝑚𝑝𝑢𝑡_𝑛𝑜𝑑𝑒_𝑤𝑒𝑖𝑔𝑕𝑡(node 𝑢, Digraph 𝐺) { 

1) Let a queue Q = {𝑢};  

2) 𝑚𝑎𝑟𝑘 𝑢 = 𝑣𝑖𝑠𝑖𝑡𝑒𝑑; Ψ(𝑢) = 0; 

3) While (Q ≠ ∅) { 

4) 𝑣 = Q.𝑑𝑒𝑞𝑢𝑒𝑢𝑒(); 

5) Ψ(𝑢)  +=  #𝑜𝑓 𝑐𝑙𝑖𝑒𝑛𝑡𝑠 𝑖𝑛 𝑛𝑜𝑑𝑒 𝑣; 

6) For each direct downstream node 𝑤 of 𝑣 { 

7) If(𝑚𝑎𝑟𝑘 𝑤 == 𝑢𝑛𝑣𝑖𝑠𝑖𝑡𝑒𝑑){ 

8) 𝑚𝑎𝑟𝑘 𝑤 = 𝑣𝑖𝑠𝑖𝑡𝑒𝑑; 

9) 𝑄 = 𝑄 ∪ {𝑤};  
10) } 
11)    } 

12)  } 

13) Return Ψ(𝑢) ; 
} 

Fig. 7. The node weight computation function. 
 

Tree  𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡_𝑚𝑢𝑙𝑡𝑖𝑐𝑎𝑠𝑡_𝑡𝑟𝑒𝑒(destination_set 𝐷𝑕 , Digraph 𝐺𝑕) { 

1) Let 𝑇𝑕 = {S}, 𝑁 ′ = V − 𝑇𝑕 , 𝐷𝑕 = {𝑑1,⋯ ,𝑑𝑓} ; 

2) Let 𝛱𝑕 = {sort destination nodes 𝑑𝑖 ∈ 𝐷𝑕  into a non −
increasing sequence based on  Ψ 𝑑𝑖 } ; 

3) While (𝛱𝑕 ≠ ∅) {  

4) 𝑑 =  the first element of 𝛱𝑕; 𝛱𝑕 = 𝛱𝑕 − {𝑑}; 

5)    From Table Γ𝑕(𝑑), select a path 𝑝𝑢→𝑑  which can  

connect 𝑑 back to a node 𝑢 ∈ 𝑇𝑕 , such thatthe 
following constraints are satisfied: 

(a) 𝑢 is a multicast-capable node or 𝑢 is a leaf node in 𝑇𝑕 ; 

(b) 𝑢 = 𝑇𝑕 ∩ 𝑝𝑢→𝑑 ; 

(c) The longest path delay of (𝑇𝑕 ∪ 𝑝) ≤ ∆; 

(d) Node weight Ψ(𝑢) is the maximum; 

6) 𝑇𝑕 = 𝑇𝑕 ∪ 𝑝 ; 

7) If no path 𝑝 can satisfy the above constraints  

(a)~(c), discard node 𝑑; 
8)  }   

9) Return 𝑇𝑕 ; 
} 

Fig. 8. The profit-oriented multicast tree construction. function. 

 

VI. EXPERIMENTAL RESULTS 

In this section, a number of experiments are conducted for 

comparing the performances forPKSP, GSD, Member-only 

and Member-first heuristic algorithms in terms of network 

size, number of streams,  delay bound and multicast 

capability. The Member-only and Member-first heuristics 

proposed by Zhang [5] are two well-known multicast forest 

construction algorithms. In this study, these two methods are 

modified to determine a multicast tree only and ignore those 

uncovered destinations, since there is only one wavelength 

available for each multicast stream. 

All programs implementing the aforementioned heuristics 

are written by Java. The experiments are carried out in a 

desktop PC running Windows 7 on Intel i7-3770 CPU and 

8GB RAM. All data reported in this study is an average value 

on 100 runs. 

As for the simulation settings are as follows: network size 

is 50 − 100 nodes, multicast ratio is 10% − 80% , the 

number of streams (m) is 10 − 20 , and the number of 

wavelengths on a link is a random integer no greater than m, 

and the number of clients at each node is no greater than 5. 

The delay of each link is a random integer between 1 and 5, 

so the delay bound of a multicast tree is set to be 20 − 50 

which is dependent on network size. 
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𝑇𝑕 , 0 ≤ 𝑕 ≤ 𝑚 − 1. We then try to add the uncovered 

destinations back to tree 𝑇𝑕 on the basis ofk-shortest paths 

stored in each Γ𝑕 , 0 ≤ 𝑕 ≤ 𝑚 − 1. 

3) At lines (27)-(33) in Fig. 6, a set 𝒫 is used to collect the 

feasible paths 𝑝𝑓 , 𝑕 that can connect a destination 

𝑑𝑖 ∈ Ζ𝑕 back to a node 𝑢𝑗 ∈ 𝑇𝑕 . Herewe assume there are 

k shortest paths from node 𝑢𝑗 to 𝑑𝑖 and 0 ≤ 𝑓 ≤ 𝑘 . A 

feasible path 𝑝𝑓 , 𝑕 ∈ 𝒫 must satisfy two constraints: the 

delay of (𝑇𝑕 ∪ 𝑝𝑓 ,𝑕) ≤ ∆ and no overloaded link is 

generated for this path addition (𝑇𝑕 ∪ 𝑝𝑓 ,𝑕).

4) If 𝒫is not empty, a path with the maximal path weight in 

𝒫is selected for addition to the tree at lines (35)-(36) and 

then go back to line (26) for next iteration. If 𝒫 is empty, 

algorithm stops.



  

In literature [11], it reported that in general no more than 

50%nodes need to have multicast capability in order to have 

close performance of a WDM network with full light splitting 

capability. In this study, hence, the ratio of multicast-capable 

(𝑚𝑐) nodes is set to be 0.2 − 0.5to observe the performance 

difference for the proposed heuristics.Each node is randomly 

selected to be a multicast-capable node. 

A. Random Directed Graph Generation 

For the experiments conducted in this section, we have a 

procedure in the algorithm for generating random directed 

graphs. First, we generate a random undirected graph based 

on the following equation: 

 

𝑃𝑟𝑜𝑏 {𝑢, 𝑣} = 𝛽𝑒𝑥𝑝
−𝑑𝑖𝑠𝑡 (𝑢 ,𝑣)

𝐿𝑚𝑎𝑥 𝛼
       (6) 

 

 

B. Performance Comparisons 

The performance measured for all heuristics is computed 

based on the profit defined in (5) in Section II. In fact, the 

value of profit is the total number of serviced clients 

supported by all the multicast trees.  

In Fig. 9 and 10, 100-node and 50-node networks are used 

for comparisons when 𝑚𝑐 = 0.5. In general, the GSD method 

is slightly better than Member-only and Member-first 

heuristics. However, our PKSP  method can consistently 

outperform the other three approaches in terms of various 

multicast ratios. This superiority increases as the number of 

destinations increases. In particular, the profit values of GSD 

are around 70% − 78%  of the profit  values of PKSP  for 

100-node networks.  
 

 
Fig. 9. Comparison set I. 

 

 
Fig. 10. Comparison set II. 

 

The second set of comparisons is done for different 
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number of streams. In Fig. 9 and 11, the number of streams 

are set to be 10 and 20 respectively.  Obviously, the 

performance trend is similar for m=10 and m=20. The PKSP
method still gives us the best profit value.

Fig. 11. Performance set III.

The third set of comparisons is done for different delay 

bound. In Fig. 9 and 12, the delay bounds are set to 50 and 20 

respectively. When ∆= 20 , the profit valuesof GSD are 

around 64% − 75%ofthe profitvaluesof PKSP for 100-node 

networks.Compared to the case with ∆= 50, it shows that the 

PKSP algorithm is more suitable for real-time applications 

with strict delay bound.

Fig. 12. Performance set IV.

Fig. 13. Performance comparison V.

VII. CONCLUSION

In this paper, a resource constrained problem called 

where 𝑃𝑟𝑜𝑏 is the probability for making a link from 𝑢 to 𝑣, 

𝑑𝑖𝑠𝑡(𝑢, 𝑣) is the Euclidean distance from 𝑢 to 𝑣, 𝐿𝑚𝑎𝑥 is the 

maximum distance of any two nodes in the graph, 𝛼 and β are 

two positive and less than one numbers [12]. In this study, we 

set 𝛼 = 0.5 and 𝛽 = 0.5 . The undirected graph is then 

converted to an acyclic directed graph where the maximum 

degree of a node is no greater 4.

The first three sets of performance comparisons are done 

for the same ratio of multicast-capable nodes, 𝑚𝑐 = 0.5. In 

this set of comparisons, we set 𝑚𝑐 = 0.2 for the data shown 

in Fig. 13. Although the PKSP method still has the best 

performance in Fig. 13, the performance trend is different it 

in shown in Fig. 9. The main difference is that when the 

multicast ratio approaches 80%, the superiority of ourPKSP
method becomes non-obvious. It is because that for small 𝑚𝑐
ratios and high multicast ratios the multicast trees are formed 

mainly by the non-overlapping shortest paths from server 

node to each destination 𝑑. Therefore, all heuristics devised 

on the basis of the k-shortest paths intends to give us the 

similar performance. 



  

PDGRM is proposed. It concerned about how to multicast a 

number of streams simultaneously to a number of clients in a 

given WDM network with sparse light spitting, where the 

number of wavelengths on each link is given in advance.  

Our goal is to construct a number of multicast trees with 

the maximal serviced clients for all required streams, and also 

satisfying the following constraints: multicast capability, 

bandwidth constraint, delay bound. Two heuristic algorithms:  

PKSPand GSD, are proposed for the problem. According to 

our experimental results, they show that the PKSP method 

can consistently outperform GSDmethod and the other two 

previously published methods in terms of network size, the 

number of video streams, delay bound and the number of 

multicast-capable nodes. 
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