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Abstract—In digital communication systems, an interleaver rearranges the bits in a channel encoded data to overcome burst errors. Since the interleaved data is encrypted for any receiver ignorant of the parameters of the interleaver, non-cooperative contexts must estimate the interleaver parameters from an unknown interleaved data. In this paper, we propose a method of estimating an interleaving period, based on the linear characteristics of Reed-Muller code. First, we calculate the ratio of ‘1’ bits in the matrix which is generated by a Gaussian elimination process. Then, we check the minimum value of the ratio and count the number of rows that have a smaller ratio than a certain threshold. To validate the proposed method, we show the correct detection probabilities for an interleaving period in a noisy channel through computer simulations.

Index Terms—Interleaver, interleaving period estimation, reed-muller code.

I. INTRODUCTION

Channel coding and interleaving enable transmitted signals to better withstand the effects of various channel impairments such as noise and interference, and are essential in assuring the reliability of performance in digital wireless communication systems [1], [2]. In addition, for a non-cooperative context such as the military or spectrum surveillance systems, interleaving acts as an encryption process for a receiver who lacks information about the interleaver’s parameters [3], [4]. In this case, the interleaved data sequence can be regarded as an unknown sequence. To deinterleave the unknown interleaved data sequence, the interleaving period has to be estimated.

If the unknown data sequence is block channel coded, the period of the interleaver can be estimated based on the linear characteristics of a block channel code in the interleaved data sequence and, in this regard, estimation methods for an interleaving period have been presented in the literature [5], [6]. The previous methods perform well for systematic blocks code such as Hamming code, because the systematic block code generates redundant bits as linear combinations of message bits and the generated codeword consists of separate message bits and redundant bits. However, for Reed-Muller (RM) code, which is a non-systematic code, an improved method is required to estimate the interleaving period because the generator matrix of RM code is distinct from that of the systematic block code [7], [8].

In this paper, we propose an estimation method for the interleaving period when RM code is adopted. The first step of our method is to fill a block matrix with a sequence that has been interleaved in an unknown manner, and perform Gaussian elimination upon it. We then evaluate the ratio of ‘1’ bits for each row. We check the minimum value of the ratio and count the number of rows that have a smaller ratio than a certain threshold. Based on those two criteria, we determine the estimated interleaving period. In this paper, we assume that interleaver frames are synchronized. For non-synchronization cases, the proposed algorithm can be applicable by the repeating process with delay shifts of input data.

The paper is organized as follows: In Section II, we analyze a linear characteristic of RM coded sequence and propose an improved estimation method. Section III contains simulation results to verify the proposed method. Finally, conclusions are drawn in Section IV.

II. PROPOSED ESTIMATION METHOD

Channel codes can be characterized by the generator matrices and classified into systematic codes and non-systematic codes. As an example of the systematic code, a generator matrix of (7, 4) Hamming code can be presented as

\[
G_H = \begin{pmatrix}
1001011 \\
0110111 \\
0010111
\end{pmatrix}.
\]

(1)

The matrix generates a 7 bits codeword every 4 message bits. Since the matrix of Hamming code is divided into the identity matrix I and the parity matrix P, the linearity of the Hamming code can be explicitly analyzed [9].

RM code, which is one of the non-systematic codes, is specified by the order of the code and the length of the massage. As an example of the non-systematic code, a generator matrix of (8, 4) RM code with the first order can be presented as

\[
G_R = \begin{pmatrix}
1 \\
V_3 \\
V_2 \\
V_1
\end{pmatrix} = \begin{pmatrix}
11111111 \\
00001111 \\
00110011 \\
01010101
\end{pmatrix}.
\]

(2)
where \( V_i \) is a basis vector. Since the linearity of RM code is implicitly presented, previous estimation method for Hamming code cannot be applicable to RM code. Thus, a modified method is required to find the linearity patterns for the estimation of the interleaving period.

Now, we analyze the linearity characteristic of RM code and propose an estimation method for the interleaving period when RM code is used. Generally, the length of an interleaving period is an integer multiple of the length of a block channel codeword to reduce the hardware complexity requirement of the transmitter and receiver as

\[
N_p = s \cdot n, \quad (3)
\]

where \( N_p \) is the length of the interleaving period, \( n \) is the length of the codeword, and \( s \) is the number of codewords in an interleaved sequence as an integer.

If we divide the unknown sequence into sub blocks of an arbitrary estimated interleaving period \( N_e \) and load the sub blocks into a matrix \( H(N_e, 2N_e) \) column by column, then we can obtain a matrix for the estimation of the interleaving period. Fig. 1 shows an example of \( H(N_e, 2N_e) \), where \( N_e \) is an arbitrary estimated interleaving period and \( C_{i,j} \) is the \( j \)-th bit in the \( i \)-th codeword.

![Fig. 1. Example of a matrix \( H(N_e, 2N_e) \). (\( N_e = 3 \), \( N_p = 3 \).)](image)

In this example, we assume that the outputs of the interleaver are \([C_{1,2}, C_{1,3}, C_{1,1}, C_{1,2}, \ldots, C_{6,1}]\) when the inputs of the interleaver are \([C_{1,1}, C_{1,2}, C_{1,3}, C_{2,1}, \ldots, C_{6,1}]\), where the length of the codeword is 3, the length of the message bits is 2, and the original interleaving period is 3. In Fig. 1, the shadowed blocks are the redundant bits. When \( N_e \) is an integer multiple of \( N_p \), the bits with same \( j \) are aligned in the same row. Then, we can find the linearity between the rows in the matrix \( H(N_e, 2N_e) \) by applying Gaussian elimination. Fig. 2 show an example of a Gaussian eliminated matrix.

![Fig. 2. Example of a Gaussian eliminated matrix.](image)

As shown in Fig. 2, after the Gaussian elimination, there is the row having all zero elements. To determine the criteria of the estimation, we focus on the square matrix \( H_s(N_e, N_p) \), which is the right side of the Gaussian-eliminated matrix and define \( \rho_j, \ j = 1, 2, \ldots, N_p \) as the number of ‘1’ bits to number of ‘0’ bits ratio (OZR) for each row in \( H_s(N_e, N_p) \). When \( N_p \) is an integer multiple of \( N_e \), rows having OZR of 0 value exist in \( H_s(N_e, N_p) \) for a noiseless channel. Fig. 3 shows the minimum OZR for a Hamming coded sequence.

![Fig. 3. Minimum OZR for Hamming code, (interleaving period=48).](image)

We adopted a [16, 11] Hamming code as a channel code and used a helical scan interleaver where the step size was 1 and the period was 48. In Fig. 2, OZRs with zero value appear at the points that are integer multiples of \( N_p \).

![Fig. 4. Minimum OZR for RM code, (interleaving period=48).](image)

We adopted (16, 5) RM code as a channel code and used a helical scan interleaver with a step size of 1 and a period of 48. As shown in Fig. 4, OZRs with zero value appear not only at the points that are multiples of \( N_p \) but also other points.

In this regard, to estimate the interleaving period for an RM coded sequence, additional criterion is required, and so we adopt the parameter \( M_{N_p} \), defined as the number of rows that have an OZR of zero value in \( H_s(N_e, N_p) \). For a noiseless channel, when \( N_e \) is an integer multiple of \( N_p \), \( M_{N_p} \) is satisfied as follows.

\[
M_{N_e} = M_{N_p} = i \cdot s \cdot \left[ n - \text{rank} \left( H(N_e, 2N_e) \right) \right], \quad i = 1, 2, 3, \ldots
\]
Fig. 5 shows $M_{N_e}$ for an (16, 5) RM coded sequence where $N_p$ is 48 and $s$ is 3.

As shown in Fig. 5, $M_{N_e}$ has the values 33, 66, and 99 at points $N_e=48, 96, 144$, respectively. From Fig. 5, we can confirm that $M_{N_e}$ at the integer multiple points of $N_p$ satisfy Eq. 4, however, $M_{N_e}$ at the other points of $N_e$ cannot satisfy Eq. 4.

From the above analysis, we can summarize the proposed estimation method for a noiseless channel. First, we make a candidate set of $N_e$ that has OZR with zero value from the Gaussian-eliminated matrix. In the candidate set, $N_e$ having exactly multiple values of $M_{N_e}$ at the integer multiple points is finally determined as the estimated interleaving period.

For the case of a noisy channel with acceptable errors, the minimum value of OZR slightly increases from zero and $M_{N_e}$ has a slightly smaller value than Eq. 4 when $N_e$ is an integer multiple of $N_p$. Thus, we use a threshold $T_s$ to estimate the interleaving period and propose the estimation process as follows:

1. Make a matrix $H(N_e, 2N_e)$ by using the unknown interleaved sequence.
2. Apply Gaussian elimination to $H(N_e, 2N_e)$ and obtain $H_2(N_e, N_e)$ from the right side of the Gaussian eliminated matrix.
3. Make a candidate set of $N_e$ where the minimum OZR is smaller than the threshold $T_s$.
4. Count the number of rows, $M_{N_e}$, that have smaller OZR than $T_s$.
5. Determine $N_e$ as the estimated interleaving period in the candidate set if $M_{N_e}$ is equal to or smaller than $i \cdot s \cdot \left[n - \text{rank}(H(N_e, 2N_e))\right]$ and larger than $(i-1) \cdot s \cdot \left[n - \text{rank}(H(N_e, 2N_e))\right]$.

III. NUMERICAL RESULTS

In this section, we validate the proposed estimation method by showing the simulation results for a 16x4 helical scan interleaved data sequence with a helical step size of 1 when (16, 5) and (16, 11) RM codes are used. We assume the binary symmetric channel and run 1000 Monte Carlo simulations for each bit error rate (BER). For each simulation, 50000 randomly generated bits are used and a threshold of 0.1 is adopted.

Fig. 6 depicts the correct detection probability of interleaving period versus BER.

For (16, 5) RM code, the proposed method perfectly estimates the interleaving period up to a BER of 0.02 and when the BER is larger than 0.037, the proposed method can find the correct interleaving period under the detection rate of 10%. For (16, 11) RM code, the proposed method shows a correct detection probability of 1 up to a BER of 0.005 and we can see that the correct detection probability is 0.1 at a BER of 0.014. Since the proposed method performs estimation based on the linearity of RM code, the estimation performance is affected by a code rate of a channel code. From the simulation results, we confirm that the correct detection probability decreases as the code rate increases.

IV. CONCLUSIONS

In this paper, we proposed an estimation method for an interleaving period when RM code is used as a channel code. To find the interleaving period, the proposed method used a ratio of ‘1’ bits in the Gaussian eliminated matrix, which was filled with an unknown interleaved sequence. Then, the estimated period was determined based on two criteria: The minimum value of the ratio and the number of rows that have a smaller ratio than a certain threshold. Through computer simulations, we have confirmed that the proposed method can estimate the interleaving period for RM code in practical communication systems which have the performance requirements of the BER below $10^{-3}$ for voice communications and the BER below $10^{-5}$ for data communications. Our results can be applied to practical cases of unknown signal estimation involving non-cooperative contexts such as military electronic warfare or spectrum surveillance systems.
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