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Abstract—A Mobile Ad Hoc Network (MANET) is an infrastructure-less, self-organized and multi-hop network with a rapidly changing topology causing the wireless links to be broken at any time. Routing in such a network is challenging due to the mobility of its nodes and the challenge becomes more difficult when the network size increases. Due to the limited capacity of a multi-hop path and the high dynamics of wireless links, the single-path routing approach is unable to provide efficient high data rate transmission in MANETs. The multipath routing is the routing technique of using multiple alternative paths through a network. Furthermore, whenever a link failure is detected on a primary route, the source node can select the optimal route among multiple available routes. Therefore, the multipath routing approach is broadly utilized as one of the possible solutions to overcome the single-path limitation. Most of the multipath routing protocols are based on Ad Hoc On-Demand Distance Vector (AODV). The objective of this paper is to provide a survey and compare sets of multipath routing protocols for mobile ad-hoc networks. This survey will motivate the design of new multipath routing protocols, which overcome the weaknesses identified in this paper.

Index Terms—Mobile ad-hoc networks, on-demand multipath routing, single path routing, dynamic source routing, ad hoc on-demand distance vector.

I. INTRODUCTION

In the last decades, mobile ad hoc networks (MANETs) [1], [2] have attracted amounts of attention. A mobile ad hoc network consists of a collection of wireless mobile nodes (or routers) dynamically forming a temporary network without using any existing infrastructure or centralized administration. The routers in MANETs are free to move and organize themselves; thus, the network topology changes rapidly and unpredictably. MANETs are characterized by multi-hop, mobility, large device heterogeneity, limited bandwidth, and limited battery energy supply. Due to these characteristics, a routing path connecting the source node to the destination node may be broken at any time, bringing a major challenge to the design of routing protocols in MANETs.

Routing [3], [4] is the process of searching and maintaining routes between the source node and the destination node in the network. A routing protocol is needed whenever a packet needs to be transmitted via a number of intermediate nodes. For MANETs, there are mainly two kinds of routing protocols, i.e., table-based protocols (called proactive protocols) and on-demand protocols (called reactive protocols). In table-based protocols, each node maintains a routing table, which contains routes to all the other nodes in the network. Nodes must periodically exchange routing information to keep routing tables up-to-date. Therefore, routes between nodes are computed and stored, even when they are not needed. Table-based protocols will be impractical for large and highly dynamic networks.

Unlike table-based protocols, on-demand routing is a popular routing category for mobile ad hoc networks. It is a relatively new routing philosophy that provides a scalable solution to large size of network topologies. The design follows the idea that each node sends routing packets only when communication is requested. By this way, the routing overhead is reduced. An on-demand routing protocols consists of the following two main phases. First, route discovery is conducted to search a route between two nodes. Second, route maintenance is conducted to repair a broken route or search a new route in the presence of route failures. There are different types of on-demand routing protocols such as Dynamic Source Routing (DSR) [5] and Ad Hoc On-Demand Distance Vector (AODV) [6].

In MANETs [7], [8], another classification of routing protocols can be made in terms of the number of paths one protocol delivers per source destination pair. There exist unipath and multipath routing protocols. For a unipath routing protocol, a single route is used to deliver data from the source node to the destination node. Most of the routing protocols in MANETs form a single-path, such as DSR and AODV. Single-path routing protocols need to repair routes each time the route is broken. This route repair generates many control packets, and increases the end-to-end delay. In order to overcome these drawbacks of the single path routing, multipath routing schemes have been proposed. In a multipath routing protocol, more than one route is used to deliver the data. Multipath routing [9] is a technique, which can improve the reliability of the transmission. The objective of designing a multipath routing protocol is to provide enhanced robustness to node or link failures. If one could provide multiple paths from a source to a destination, one could envision that the transmission of redundant information on various paths would help the receiver reconstruct the transmitted information even if a few of the paths were to fail. In addition, multipath routing has the advantages of balancing load, minimizing end-to-end delay, increasing fault-tolerance, reducing the frequency of route inquiries and achieving a lower overall routing overhead.

The rest of this paper is organized as follows. Section II
summarizes the challenges in designing multipath routing protocols. Section III briefly explains on-demand routing protocols for MANETs. Section IV provides detailed operational descriptions, objectives, limitations and comparison of the multipath protocols. Section V concludes the paper and discusses possible lines of future work.

II. CHALLENGES IN DESIGNING MULTIPATH ROUTING PROTOCOLS

While designing a multipath routing protocol, the following three major challenges have been addressed in the literature [10]-[12].

A. How to Discover Multiple Paths

The basic route discovery process of on-demand routing protocols like AODV is usually used to discover multiple routes from the source to the destination. This route discovery mechanism needs to be modified in order for it to discover multiple paths. In many multipath routing applications, disjoint paths are favored due to the independence of the paths. There are two types of disjoint paths, i.e., node-disjoint and link-disjoint. Node-disjoint paths do not have any nodes in common, except the source and the destination. In contrast, link-disjoint paths do not have any link in common. Hence, the route discovery mechanisms of the existing routing protocols need to be modified to discover a maximum number of node-disjoint or link-disjoint paths.

B. How to Select a Path

A multipath routing protocol should decide how to select a path for sending data packets after all the routes are discovered. According to Lee et al. [13] if a number of routes are discovered, it is required to know how many of these routes should be used (some or all of them). If only a small number of paths are used, the performance of a multipath routing protocol would be similar as that of the shortest path routing protocol. On the other hand, if all these paths are used, there is a chance of selecting an excessively long path, which may adversely affect the performance of a multipath routing protocol.

C. How to Distribute the Load

A multipath routing protocol should determine how to use these multiple routes during the transmission of data packets. When a path or a set of paths are selected, there arises another challenge, specifically, how a source node should send a packet. It may divide a packet stream into several parts and send these segments by using different paths or it may send duplicate copies of a packet by using different paths.

III. ON-DEMAND ROUTING PROTOCOLS FOR MANETs

Routing in mobile ad hoc networks presents a great challenge, which becomes more difficult when the network size becomes larger. The challenge comes mainly from two aspects: 1) node mobility, which causes frequent topological changes, and 2) limited network bandwidth, which restricts the timely topological updates at each router [14], [15]. For On-demand protocols, a route between nodes is initiated whenever there is a desire to establish a link. This is done via a routing discovery process, which is initiated whenever there is a need to transmit data packets to a destination [16]. Most multipath routing protocols mentioned in this paper are based on the principle of the AODV protocol as shown in Fig. 1. However, all multipath routing protocols share a common characteristic, i.e., they discover multiple routes between a pair of source-destination nodes [17].

IV. MULTIPATH ROUTING PROTOCOLS

Multipath routing protocols generally are considered more reliable and robust than single-path routing protocols [18]. Furthermore, whenever a link failure is detected on a primary route, the source node can select the optimal route among the other available routes. This mechanism enhances route availability and consequently reduces control overhead. It also saves energy, enhances data transmission rate, and increases the network bandwidth. Recently, several multipath routing protocols have been proposed, and many of them are based on AODV. In this section, we will present a selection of them.

A. On-demand Multipath Distance Vector Routing Protocol

A multipath extension of AODV protocol called on demand multipath distance vector (AOMDV) protocol was proposed by Marina and Das [19]-[21]. The main idea of AOMDV protocol is to provide efficient fault tolerance in the sense of fast and efficient recovery from route failures in highly dynamic networks where link failures and route breakages occur frequently. It reduces end-to-end delay more than a factor of two, and is also able to reduce routing overhead and the frequency of route discoveries by about 20% but increases the number of delivered packets. The AOMDV protocol consists of two main components, i.e., a rule for route updates to find multiple loop-free paths at each node, and a distributed protocol to compute the link-disjoint paths.

In this protocol, each route arriving at a node during route discovery potentially defines an alternative route to the source or the destination. Accepting all of them to construct routes will lead to routing loops. In order to eliminate any possible loops, the AOMDV uses new metric of advertised hop count. The advertised hop count represents the maximum hop counts of each of those available paths. The protocol only allows accepting alternative route with lower hop counts. This metric is necessary to guarantee loop free. The AOMDV protocol computes link-disjoint paths per route discovery.
With multiple redundant paths available, the protocol switches routes to a different path when an earlier path fails. Thus, a new route discovery is avoided. For efficiency, only link disjoint paths are computed so that the paths fail independently of each other.

Note that link-disjoint paths are sufficient in AOMDV that is, using multipath routing for reducing routing overhead rather than for load balancing. Therefore, node-disjoint paths are more useful, as switching to an alternative route is guaranteed to avoid any congested node. The AOMDV protocol [22], [23] achieves the best performance in high mobility scenarios. When increasing the network density, the protocol performance decreases and it has the additional overhead of more RREPs per route discovery.

B. On-demand Distance Vector Multipath

Ye et al. [9], [18] proposed a multipath extension of AODV protocol called on demand distance vector multipath (AODVM) protocol. The main goal of AODVM is to primarily design a multipath routing framework for providing enhanced robustness to node failures. In order to provide the reliability of paths and security, AODVM introduces reliable path segments, which are formed by reliable nodes. Nodes that join two segments have to be reliable nodes.

In AODVM protocol, instead of discarding the duplicate RREQ packets, intermediate nodes store the information contained in these packets in a table called RREQ table. When an intermediate node receives a RREQ packet, it records the following information in its RREQ table: the source ID, the destination ID, the neighbor list as shown in Fig. 2. Furthermore, an intermediate node located between a source and a destination is not allowed to send a reply to the source.

When the destination receives the RREQ packet, it updates its sequence number and generates a RREP packet. The RREP packet contains an additional field called last hop ID to indicate the neighbor from which the particular copy of RREQ packet is received. A destination node generates RREP packets for each RREQ packet received from its neighbors. When an intermediate node receives a RREP packet from a neighbor, it deletes the entry corresponding to this neighbor from its RREQ table and adds a routing entry to its routing table (shown in Fig. 3) to indicate the discovered route from itself to a destination node. The node determines the neighbor in the RREQ table via the shortest path to the source, and forwards the RREP packet to that neighbor. Then, the entry corresponding to this neighbor is deleted from the RREQ table. When an intermediate node receives RREP packet and if it is unable to forward received packet (no entries in its RREQ table), it generates a Route Discovery Error (RDER) packet and sends it to the neighbor that the RREP is received from.

![Fig. 3. Structure of the each routingtable entry in AODVM.](image)

The neighbor, upon receiving the RDER packet, will try to forward the RREP to a different neighbor, which forwards it further towards the source. Since an intermediate node makes decisions on where to forward the RREP packet (unlike in source routing), a source node and a destination node are unaware of that forwarding decision. Thus, when a source node receives a RREP packet, it should confirm each received RREP packet by sending a route request confirmation message (RRCM).

In AODVM protocol, the sequence number is used to prevent loops. When a source node initiates a RREQ, it increases its sequence number and the destination sequence number. If the destination receives a new RREQ packet, it computes a new sequence number and includes it in the RREP packet.

C. Multipath AODV with Path Diversity Protocol

Mueller and Ghosal [24] proposed a multipath extension of AODVM protocol called on demand distance vector multipath with path diversity (AODVM/PD) protocol. The main objective of AODVM/PD protocol is to find diverse paths with a correlation factor between paths. It provides both smaller end-to-end delay than AODVM in networks with low mobility and better fault tolerance.

In AODVM/PD, the route discovery process is similar to that of the AODVM protocol. The main difference between AODVM/PD and AODVM is that AODVM/PD depends upon the correlation factor metric. The correlation factor of two node-disjoint paths is defined as the total number of links connecting the paths. In order to implement AODVM/PD, a node maintains three parameters during route discovery: 1) Local Correlation Factor (LCF), which measure of how many RREPs associated with a given route discovery that a node has overheard. 2) Area Correlation Factor (ACF), which is the weighted average of a node’s local correlation factor and the average of its neighbors’ local correlation factors and 3) Correlation Threshold (CT), when a node’s area correlation factor is over the correlation threshold, the node is no longer allowed to participate in any routes for the particular route discovery.

In AODVM/PD protocol, a modification is made to the route reply and route confirmation phases of AODVM. When a node overhears a RREP packet, it increments its local correlation factor by one as shown in Fig. 4. When a node receives a RREP addressed to it and its ACF is greater than the...
CT, it sends a Route Discovery Error (RDER) packet to the sender. Otherwise, the node selects the neighbor from the RREQ table with the shortest hop count to the source, and forwards the RREP to that neighbor. If a node overhears an RRCM, it broadcasts a Correlation (CORR) packet containing its local correlation factor. When a node receives a CORR packet from a neighbor, it updates the local correlation of its neighbor in the RREQ table. The node then calculates its ACF. If its ACF is greater than the CT, then it broadcasts another CORR packet with the OVER_THRESHOLD flag set to true. When a node receives a CORR packet with the OVER_THRESHOLD flag set, it deletes the sending node from its RREQ table. When the destination receives an RRCM, it sends the next RREP to a neighbor from its RREQ table. The purpose of the route confirmation phase is to remove nodes with a relatively high area correlation from RREQ tables.

Fig. 4. Basic route reply operation of AODVM/PD.

The AODVM/PD protocol has two drawbacks as follows. First, when the mobility level of the nodes increases, the delay becomes greater than AODVM. Second, the control overhead is increased due to the transmission of CORR packet during the route discovery phase.

D. Adaptive Backup Routing Protocol

AODV-BR (AODV with Backup Routes) is an AODV-based protocol. It creates a mesh and provides multiple alternate routes for each desired destination [18]. A multipath extension of AODV-BR protocol called adaptive backup routing for mobile ad-hoc networks (AODV-ABR) protocol was proposed by Lai et al. [19], [25]. It aims to reduce control overhead. The mesh structure can be created by overhearing the data packets transmitted from neighbor nodes. This helps to increase the adaptation to topology changes without transmitting extra control messages.

In AODV-ABR protocol, the operations are similar to the original AODV. Therefore, each routing table and alternate route table also contain the following information: Destination IP, next hop, hop count, destination sequence number, and expiration time. When a node detects a broken link, it will perform a handshake process with its immediate neighbors to repair the broken route instead of an one-hop data broadcast to its immediate neighbors. The handshake procedure is accomplished by two one-hop control signals: BRRQ (Backup Route Request) and BRRP (Backup Route Reply). Fig. 5 is an example showing how this process is accomplished. When the link between node B and node C breaks, node B will broadcast a BRRQ signal to its neighbors. Then node E and node F will send BRRP with the hop count to node B. Node B will choose node F as the next hop to the destination, and then transmit data packets to node F. Node B and F will update its routing tables to reflect these changes.

Fig. 5. Re-route of data packets in AODV-ABR.

In this protocol, AODV-LR (Local Repair) repairs the link locally if the broken link is not far away from the destination, but AODV-ABR could repair the link anywhere along the primary route if alternate routes exist. Therefore, AODV-ABL (Adaptive Backup Route and Local repair) process combines AODV-ABR with AODV-LR algorithm. If the distance between the broken link and the destination is less than MAX REPAIR TTL hops, AODVABL would try to repair the link by broadcasting a RREQ control signal as AODV-LR, otherwise the AODV-ABL will repair the link by a handshake process with immediate neighbors. When the data transmission rate is exceeded to 8 packets per second, AODV-ABL still has the best performance and AODV-ABR becomes slightly better than AODV-LR. The traffic load will become heavier, when more nodes participate in a wireless network. The probability of packet collisions will increase, resulting in the degradation in overall performance.

E. Adaptive Multi-metric On-demand Multipath Distance Vector Routing

Khimsara et al. [26] proposed adaptive multi-metric on-demand multipath distance vector routing (AM-AOMDV) protocol as an extension to the AOMDV protocol, which considers multi-metric and local route update as the most important factors in selecting routes. The main objective of AM-AOMDV is to increase the packet throughput and route longevity, and decrease the end-to-end latency, route discovery frequency and route overhead in high mobility environments.

There are three metrics included in AM-AOMDV: node-to-end Received Signal Strength Indication (RSSI), node-to-end latency and node occupancy, in addition to the minimum hop-count to select the most efficient route from the source to the destination. The multiple metrics also help in avoiding the hot spots under heavy traffic conditions. These metric values are recorded in the routing table for each node and their corresponding paths. The node-to-end RSSI metric is defined as the RSSI value of the path from any node to the destination. It uses the average value of RSSI. The RSSI value of each forward link is feedback to the nodes through the ACK packets. The node-to-end latency consists of two parameters: 1) delay from the node to the source and 2) delay from the destination to the node computed from the RREP packet. The node occupancy is defined as the total
number of data packets that any node processes per second and it plays an important role under heavy traffic conditions.

In AM-AOMDV, the route discovery procedure is similar to the AOMDV protocol. The source node begins forwarding packets, after receiving the first RREP from the destination. If a new RREP arrives, the source will change to the new route. This is because the protocol is adaptive and chooses the best available route, unlike AOMDV. The AM-AOMDV updates the route to the destination periodically using the local update algorithm. The local path updates in AM-AOMDV increase the route longevity. The end-to-end latency, the route discovery latency and routing overhead are much lower than in the AOMDV and hence it is more reliable than AOMDV. In a sparse network with lower number of connections, the AM-AOMDV shows higher route discovery delay than AOMDV.

F. Congestion Based Route Discovery Protocol

Bawa and Banerjee [27] proposed a congestion based route discovery (CBRD) protocol as an extension to AOMDV protocol. The main advantage of this protocol is to check congestion on a node and then apply load balancing. The CBRD also aims at improving the throughput, delay and reducing packet loss during transmission as compared to AOMDV protocol.

The route maintenance of CBRD is similar to that of the AOMDV protocol, but route discovery is modified to find a link-disjoint as well as a node-disjoint path from the source to the destination. The main difference between CBRD and AOMDV is that CBRD considers the queue size of node while making a routing decision. When a source node sends a packet to a destination, the packet includes some value for congestion. When intermediate nodes receive the RREQ packet, they check the value against their queue. If the queue size is sufficient then that node can participate in the communication. Otherwise, the node discards it. The source node calculates congestion at each node and selects the best route. Packets are transferred based on minimum congestion on the route. At the end the best path is selected for communication and set as the primary path. Other paths are set as secondary paths for backup, which are used when the primary path breaks up. Priorities are also set on paths to choose next primary path. When the route is congested, the source chooses other paths for data transmission.

The CBRD protocol has two drawbacks as follows. First, when a node moves to other side trace file, the delay begins to increase. Second, some packets are lost when a node moves in another direction.

G. Improved Stability Based Partially Disjoint AOMDV

Improved stability based partially disjoint (ISPDA) protocol was developed by Almobaiden et al. [28] as an improvement on the stability based partially disjoint AODVM (SPDA) protocol which considers node stability and hop count values as the most important factors in selecting a route. The main objective of ISPDA protocol is to improve the performance of SPDA protocol by overcoming two weaknesses. First, SPDA does not take into consideration the number of hops of each path. Second, SPDA transmits packets over the shortest path until it becomes invalid before it tries to utilize other alternative paths.

Disjoint multipath routing protocols have been classified into maximally disjoint multipath (e.g. AOMDV protocol) and partially disjoint multipath protocols (e.g. ISPDA). The shared nodes or links between the partially disjoint paths are selected based on stability. Stability of the routes in MANET can be measured based on node stability or link stability. The ISPDA protocol chooses the most stable paths with the minimum number of hops. This increases the lifetime of the selected paths and so reduces the opportunity of future path breaks, which in turn reduces packet transmission delay. This protocol transmits packets in parallel over all the discovered paths. It starts the transmission with the first discovered path.

In ISPDA, the destination receives the first RREQ packet via a route that will be considered as a primary route and through which a RREP packet is sent back to the source node. When the destination receives other RREQs, it will firstly check the number of hop counts. If this new path is shorter or equal to the primary route, then the destination checks the stability of each node on this path and it chooses the shortest paths with more stable links. The selected alternative paths will be used in parallel to transmit the data by the sender node in order to increase the utilization of available bandwidth.

In this protocol, the node stability is estimated based on the number of RREQs that passed through the node contained in the list of nodes carried by the receiving RREQs. An intermediate node is considered stable based on two factors. First, the number of times that a node has been traversed on various paths is greater than specific threshold. Second, the time of the last occurrence, when that node has been encountered on a path, is less than a specific period.

ISPDA protocol outperforms SPDA protocol in terms of average end-to-end delay and throughput, but the discovery overhead of ISPDA is higher than that of SPDA.

H. A Novel Approach to Find the Complete Node-Disjoint Multipath in AODV

A multipath extension of AODV protocol called maximum multipath AODV (MM-AODV) was proposed by Chowdhury and Mukta [29]. The main motivation of this protocol is to discover maximum available complete node-disjoint paths between a pair of nodes depending on the number of source and destination neighbors nodes. The MM-AODV protocol balances energy and traffic load of overall network to increase the network lifetime. This approach uses the same principle of AODV protocol, but the memory storage is increased, to store the alternative paths.

In MM-AODV protocol, the source node initiates route discovery procedure by broadcasting the RREQ message. When neighbor nodes of the source receive RREQ, the nodes so called secondary sources, include their addresses in the message. RREQ packet contains the source address, source sequence number, broadcast id, destination address, destination sequence number, secondary source address, and hop count. If a secondary source is different, neighbor nodes of destination allow two duplicate messages. The destination node generates RREP for each secondary source. For secondary sources with multiple route replies, the first one will be used and the second one will be stored.

In this protocol, when the first link fails, the intermediate node uses an RERR message to notify other nodes that the
loss of that link has occurred. When the source node gets an
RERR message, it can check if any valid route is available
through the same intermediate node using the following
conditions.
Each path from the neighbors of destination:
1) If two secondary source paths share a path, only one path
is selected.
2) When two paths overlap with the same secondary source,
the first one will be selected and the second one will be
stored.
3) If neighbor nodes of destination are fewer than
secondary sources, a number of selected paths are not
more than a number of destination neighbors.
4) If all available paths are fewer than neighbors of source
and/or destination due to intermediate nodes, a number
of selected paths can be less than source neighbors or
destination neighbors.
Each route reply builds a single path to each secondary
source and source node can build multipath with it. The
MM-AODV protocol builds maximum complete node-disjoint multipath. After the discovery of multipath, they can be used for several ways such as security, traffic
load, and energy distribution.

The MM-AODV protocol consists of two drawbacks as
follows. First, when node speed increases, path break
probability also increases, therefore the packet delivery rate
of MM-AODV becomes slightly less than AODV. Second,
the memory storage is increased, as the alternative paths are
stored.

I. NDj — AODV: Node Disjoint Multipath Routing
in Mobile Ad Hoc Networks Based on AODV Protocol

Arya and Gandhi [30] proposed node disjoint multipath
routing in mobile ad hoc networks (NDj-AODV) based on
AODV Protocol. The principal objective of NDj-AODV is to
find multiple node-disjoint paths to a destination with less
routing overhead and low route discovery latencies.
Node-disjoint paths do not have any node in common and are
usually less in number as compared to link-disjoint paths.
NDj-AODV uses the concept of overhearing by intermediate
nodes and is able to find a maximum number of node-disjoint
paths towards a destination.
When a source node does not have a route to the
destination, it floods an RREQ packet into the network. If a
node receives an RREQ packet, it caches the source address,
broadcast id, previous hop address and hop count. Caching
previous hop address and hop count allow intermediate nodes
to process multiple RREQs. When a destination node
receives an RREQ, it firstly increments a counter maintained
for RREQs. The first RREP is sent immediately for the first
RREQ received from the intermediate node. For subsequent
RREQ’s delayed RREP’s are sent which can be done using
exponential delays. This aid in discovering node disjoints
paths.

The NDj-AODV protocol allows intermediate nodes to
overhear RREP packets forwarded by neighboring nodes to
upstream nodes. On receiving an RREP packet, an
overhearing node takes a decision based on Algorithm 1.
When a node forwards an RREP to a node for a reverse route
entry stored in its routing table, a neighboring node overhears
this transmission. The neighboring node checks whether it
has a reverse route to the destination (previous hop that
forwarded a RREQ) of this RREP stored in its routing table.
If the reverse route exists, it deletes the route from its routing
table. This helps in finding node-disjoint paths as no
intermediate node will store routes to previous hop nodes to
which an RREP has been already sent previously by another
node.

Algorithm 1: NDj-AODV Route Discovery Process
when a node forwards a RREP packet.

\[ S = \text{Address of source node} \]
\[ N_{\gamma} = \text{Node that forwards RREP packet} \]
\[ N_{\eta} = \text{Node that overhears transmission of RREP} \]
\[ \text{route by } N_{\eta} \]
\[ \text{PrevHop_Node = Address of next hop to which RREP is sent} \]
Allow promiscuous / overhearing mode at intermediate
nodes
\[ N_{\gamma} \text{ forwards RREP packet to PrevHop_Node for which a reverse route is stored in its routing table.} \]
\[ N_{\eta} \text{ overhears this transmission At node } N_{\eta} \]
\[ \text{If (route to PrevHop_Node exists} \&\& \text{HopCount to Source} > 1 \]
then\[ \text{delete_route_entry (PrevHop_Node)}// \text{Delete} \]
route stored for PrevHop_Node from the
routing table of node \( N_{\eta} \)
endif

The NDj-AODV protocol has three drawbacks as follows.
First, it achieves a slightly less packet delivery ratio as
compared to AOMDV. Second, NDj-AODV suffers from
larger end-to-end delays than AODV but lesser than
AOMDV. Third, for higher mobility values, the NDj-AODV
incurs high delays due to selecting various routes to a
destination in case of link breakages.

J. QoS Routing Protocol with Multiple Node-Disjoint
Paths in Ad Hoc Networks

Su and Tzeng [31] proposed node-disjoint multi-path
quality-of-service (QoS) AODV protocol based on AODV
and SPAC routing protocols with slight modifications in the
RREQ and Hello packets. This protocol provides efficient
bandwidth estimations and admission control. The multi-path
QoS AODV protocol uses back-up routes to avoid making
wasteful route discovery while detecting link failure; in
addition, the protocol can combine multiple routes to support
QoS transmission if a single route with sufficient bandwidth
cannot be discovered.

Once the source node receives a data flow request from its
application layer, the first step is to determine the bandwidth
requirement (BWQ) of this data flow. Then, the source node
begins the bandwidth check and establishes a virtual
connection to the destination node. In practice, the
interference range is usually greater than the communication
range, and the strength of the interference power is inversely
proportional to the square of the distance. For example, as in
Fig. 6, nodes A, C, and F are in node B’s communication
range, whereas nodes A, C, D, F, and S are in node B’s
interference range. Multiple nodes on the route of a flow may
contend for bandwidth at one node, and each of these nodes
consumes an amount of bandwidth (BWQ) at this node. The
number of these types of nodes is called the contention count (Nct) of the route. The Nct equals h+d, where h is the number of nodes which are prior to node B and are in the interference range of node B (i.e. h is the number of hops from the source node) and d is the number of hops from node B to the destination on the route.

When a source node needs to start the communication, it broadcasts an RREQ packet to its neighbors. The RREQ contains the source Id, source sequence, destination Id, hop count, BWQ, Temp_RBWn. The source Id, source sequence is defined as the “Flow Id” used to denote the data flow. Hop count, BWQ, and Temp_RBWn are the number of hops, the bandwidth requirement of the data flow, and the minimum residual bandwidth between the source node and the intermediate node n, respectively. Temp_RBWn is defined as:

\[
\text{Temp}_\text{RBW}_n = \min(\frac{\text{Min}_{\text{RBW}}_{\text{source}}}{\text{Nct}_1}, \frac{\text{Min}_{\text{RBW}}_{2}}{\text{Nct}_2}, \ldots, \frac{\text{Min}_{\text{RBW}}_{n}}{\text{Nct}_n})
\]  

(1)

When an intermediate node receives the RREQ, the first step is to check the “flow id” field of the RREQ whether it contains the same flow id. If they are different, the intermediate node re-calculates Nct and Temp_RBW, and then builds up the temp table. Finally, the re-broadcasting temp table records of RREQ containing the flow id, previous node id, hop count, Temp_RBW, and each temp entry denotes a partial route information. If the same flow id is checked, the intermediate node re-calculates Nct and Temp_RBW. If all Temp_RBWs in the temp table (same flow id) are less than BWQ, and the temp table will update the temp table and then re-broadcast RREQ; otherwise, it only re-broadcasts RREQ. This procedure results in multiple temp entries for one flow id and many route selections. Each node sends RREQ at most twice to avoid excessive overhead.

When a destination node receives RREQ, it checks whether the “flow id” field of RREQ contains the same flow id. If they are different, the node sets up the timer and accepts the RREQ with the same flow id before the timer expires. After the timer expires, it discards the RREQ. If RREQ is successfully accepted, it re-calculates new Temp_RBW. If the new Temp_RBW is larger than BWQ, the simple route can satisfy the bandwidth requirement, and then sends RREP back to the source node. If RREQ is with duplicate flow id and satisfies the bandwidth requirement, the destination will send RREP back. If not, store the information of RREQ in the temp table. After the timer expires, if the destination node does not send RREP, then start the proposed method of “Route combination”. Route combination means that multiple temp entries are combined together. If the total amount of Temp_RBW is larger than BWQ, thus multiple routes with sufficient bandwidth can be found. If not, do nothing. The temp entry is selected by two conditions: better bandwidth or smaller hop count.

After an intermediate node receives the RREP, it checks the “flow id” field of RREP to verify if it contains the same flow id. If they are different, the node will build a routing route. The routing table entry contains: <flow id, next node id, hop count, Route_RBW>. Afterward, the node chooses a route from the temp routing table and forwards RREP by two ways. First, it chooses a route with better bandwidth; however, if more than one route contains the same value of bandwidth, it compares the route’s hop-count to make the decision. Second, it chooses the route with better hop-count; however, if more than one route contains the same value of hop-count, it compares the route’s value of bandwidth to make the decision. After deciding a route from the temp entry, the node re-calculates Nct and Route_RBW. Finally, the node sends RREP back to the source and deletes the temp entry.

When the source node receives RREP, the first step is to check the “flow id” field in the RREP. If the flow id is the same and the timer does not expire, the RREP is accepted; if not, the RREP is discarded. Upon receiving the RREP, the source node re-calculates the new Route_RBW. If new Route_RBW is greater than BWQ, the source node does find a single route to meet the bandwidth requirement. If not, store the information of RREP in the temp table. Afterward, the source node checks the main table for that flow id. If it already exists, the source node will build up the backup route in the backup table for this flow id. If not, the source node builds up the main table for this flow id. After the timer expires, the source node will check the Route_RBW to be with the same flow id in the temp table, and try to combine those Route_RBWs to meet the bandwidth requirement. If the source node can find multiple Route_RBWs for a route with sufficient bandwidth, the source node will build the main route table for this flow id. If the main route table has this flow id, the source node will build a backup table for this flow id.

The multipath QoS AODV protocol has two drawbacks as follows. First, when the number of flows is 10, the multi-path QoS AODV (BW & HP), SPAC and AODV produce similar throughput and a small number of blocking flows. Second, the multi-path QoS AODV increases overhead because it uses more control messages to establish multiple paths.

K. Comparison

AODV is an improvement of the Destination-Sequenced Distance Vector routing (DSDV) [32] protocol. AODV aims to reduce the number of broadcast messages forwarded throughout the network by discovering routes on-demand instead of keeping a complete up-to-date routing table. The advantages of AODV protocol are that it favors the least congested route instead of the shortest route and it supports both unicast and multicast packet transmissions even for
nodes in constant movement. It also responds very quickly to the topological changes that affect the active routes.

On the other hand, one of the major problems of AODV is the maintenance of only one route per destination. This means that every time a path is broken, AODV has to initiate a route discovery process, which leads to more overhead, higher delays and higher packet loss in the network.

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Tools</th>
<th>Objective</th>
<th>Num. of Paths</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOMDV (2001)</td>
<td>Use multiple loop free (advertised hop count) and link-disjoint paths.</td>
<td>Provide efficient fault tolerance in the sense of fast and efficient recovery from route failures in dynamic networks.</td>
<td>3</td>
<td>When increasing the network density, the protocol performance decreases and it has the additional overhead of more RREPs per route discovery.</td>
</tr>
<tr>
<td>AODVM (2003)</td>
<td>Use reliable nodes and last hop ID.</td>
<td>Design a multipath routing framework for providing enhanced robustness to node failures.</td>
<td>At least 3 or 4</td>
<td>1. A sufficient number of node disjoint paths cannot be found without incurring a large amount of overhead. 2. It can only achieve better performance in scenarios with lower mobility and higher node density. 3. It severely suffers from packet loss when the network becomes dynamic.</td>
</tr>
<tr>
<td>AODVM/PD (2005)</td>
<td>Based on multi-metric factors (ACF and CT).</td>
<td>Provide better fault tolerance and smaller end-to-end delay than AODV in networks with low mobility.</td>
<td>3</td>
<td>1. With more nodes moving, the delay becomes greater than AODVM. 2. The control overhead is increased due to the transmission of CORR packets during the route discovery phase.</td>
</tr>
<tr>
<td>AODV-ABL (2007)</td>
<td></td>
<td>Reduce control overhead.</td>
<td>Backup route</td>
<td>The traffic load becomes heavier when more nodes participate in a wireless network. The probability of packet collisions will increase, resulting in the degradation of overall performance.</td>
</tr>
<tr>
<td>AM-AOMDV (2010)</td>
<td>Based on multi-metric (node-to-end RSSI, node-to-end latency and node occupancy) and local route update.</td>
<td>Increases the packet throughput and route longevity, decrease the end-to-end latency, route discovery frequency and route overhead under high mobility environments.</td>
<td>2-5</td>
<td>In a sparse network (i.e., lower number of connections), the AM-AOMDV has a higher route discovery delay than AODVM.</td>
</tr>
<tr>
<td>CBRD (2013)</td>
<td></td>
<td>Check congestion on a node and then apply load balancing.</td>
<td>Multiple link disjoint Paths</td>
<td>1. When a node moves to other side, the delay begins to increase. 2. Some packets are lost when a node moves in another direction.</td>
</tr>
<tr>
<td>ISPD (2013)</td>
<td></td>
<td>Improve the performance of SPDA protocol</td>
<td>Ten partially disjoint paths</td>
<td>The discovery overhead of ISPD is higher than that of SPDA.</td>
</tr>
<tr>
<td>MM-AODV (2014)</td>
<td>Based on neighbors of source node (secondaries sources) and neighbors of destination node.</td>
<td>Discover maximum available complete node-disjoint paths, balances energy and traffic load.</td>
<td>≤ S or D neighbors.</td>
<td>1. When node speed increases, the path break probability also increases, therefore the packet delivery rate of MM-AODV become slightly less than AODV. 2. The memory storage is increased as the alternative paths are stored.</td>
</tr>
<tr>
<td>NDj-AODV (2014)</td>
<td></td>
<td>Find multiple node-disjoint paths to destination with less routing overhead and low route discovery latencies.</td>
<td></td>
<td>1. It achieves a slightly less packet delivery ratio as compared to AOMDV. 2. The NDj-AODV suffers from larger end-to-end delays as compared to AODV but lesser than AOMDV. 3. For higher mobility values, the NDj-AODV incurs high delays due to selecting various routes to destination in case of link breakages.</td>
</tr>
<tr>
<td>Multi-path QoS AODV (2015)</td>
<td></td>
<td>Design efficient bandwidth estimations, admission control and node-disjoint multi-path establishment.</td>
<td>Back-up routes.</td>
<td>1. When the number of flows is 10, the multi-path QoS AODV, SPAC and AODV produces similar throughput and small number of blocking flows. 2. The protocol increases overhead because it uses more control messages to establish multiple paths.</td>
</tr>
</tbody>
</table>

In order to alleviate the aforementioned problems, a large number of multipath routing protocols were proposed to improve the performance of the AODV protocol under various operating scenarios. Some of these scenarios involve QoS improvement, load balancing, congestion alleviation, fault tolerance and energy balancing.

The main improvement direction has been about the finding of multiple disjoint routes. There are various approaches taken by the protocols, e.g., AOMDV [20] (using advertised hop count), AODVM [9] (based on reliable nodes and last hop ID), AODVM/PD [24] (depending on correlation factors metric), AM-AOMDV [26] (depending on local route update and multi-metric i.e., node-to-end latency, node-to-end RSSI, and node occupancy), CBRD [27] (depending on the queue size of node), MM-AODV [29] (depending on neighbors of source node (secondaries sources) and neighbors of destination node), NDj-AODV [30] (using the concept of overhearing in wireless medium), Multi-path QoS AODV [31] (depending on Temp RBWn, Nct and BWQ).

There are other improvement directions such as backup route in AODV-ABR [25] (using AODV-ABR and AODV-ABL), partially disjoint path (ISPD [28]) (more stable than the maximally disjoint). Table 1 summarizes the
carried by multiple simultaneously available paths so that the traffic can be distributed and performed better in mobile ad hoc networks throughout the decades. The outcome of this fact is the multipath routing protocols that have been proposed for mobile ad hoc networks. The technique proposes that the traffic can be distributed and carried by multiple simultaneously available paths so that the available bandwidth can be better utilized by multiple active transmission tasks, especially under low traffic load conditions. It also provides a better fault tolerance for the system if a path fails.

In this survey, we have reviewed and compared around ten representative protocols. While different kinds of protocols operate under different scenarios, they usually share the common goal to reduce control packet overhead, maximize throughput, and minimize the end-to-end delay. The main differentiating factor between the protocols is the ways of finding and maintaining the routes between source–destination pairs.

Table I provides a summary of all the multipath routing protocols reviewed in this paper and provides a checklist that can help network administrators to choose a suitable multipath routing protocol meeting more than one performance objective.

To the best of our knowledge, we have grouped and summarized the weaknesses of the multipath routing protocols as mentioned in Table I. These typical weaknesses include the increased end-to-end delay, high processing complexity, large number of overhead packets, the increased power consumption, small data rate per route, the decreased performance when the network density increases, high packet loss, the increased packet size, the increased packet collisions and performance degradation, the reduced packet delivery ratio and throughput when the network size increases.

Our future work will focus on the design of multipath routing protocols that will overcome the aforementioned weaknesses listed in Table I.
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