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Abstract—Several concepts are known for improving processor safety, all of them having their pros and cons. Some are very resource intensive, others have limited capabilities regarding the provided error safety. In this paper we use research on channel coding of noisy communication channels known from communication theory as an analogy to random bit errors in processors. We incorporate this knowledge into processor design to suggest a new error correction concept by using channel coding in processors. The new concept of a Channel Coded Processor could provide effective implementation of redundancy by the channel coding that enables error correction. The concept could also create a complete chain of redundancy in all areas and components of the processor ranging from the code compiler through the processing hardware to the output of the information.

Index Terms—Channel coded processor concept, communication theory, safety, soft error.

I. INTRODUCTION

From the early beginning of computers the challenge is to obtain reliable calculations. Errors are especially dangerous for the integrity of results when not leading to computer crashes but giving incorrect results. Many errors are caused by temporary state changes which do not lead to permanent damage of computer hardware and are therefore called soft errors. There are two types of soft errors: chip-level soft errors and system-level soft errors.

Chip-level soft errors can be caused by charged particles or ionizing radiation that interact with the semiconductor material and create electron-hole pairs within a pn-junction. This can lead to a charge reversal of circuit nodes and thus to a change of the digital information, a so-called “bit flip” [1]. Tests have identified several specific design factors which influence error rates of chip-level soft errors [2]-[4]:

- Higher-density chips are more likely to have errors.
- Lower-voltage devices are more likely to have errors.
- Higher speeds (lower latencies) contribute to higher error rates.
- Lower cell capacitance causes higher error rates.
- Shorter bit-lines result in fewer errors.

System-level soft errors occur when the data being processed is influenced by an electromagnetic wave which originates from outside or inside the chip. This noise phenomenon leads also to a change of digital information; a “bit flip” takes place.

For the classification of the requirements for safety of processor-based systems, different standards have been introduced with the most important ones being the IEC 61508 “Functional Safety of Electrical/Electronic/Programmable Electronic Safety-related Systems” and its adaptation for the automotive industry, the ISO 26262 “Road vehicles – Functional safety”. The safety integrity levels of those standards are not easily achieved without error correcting measures.

<table>
<thead>
<tr>
<th>TABLE I: COMPARISON OF ESTABLISHED CONCEPTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware Expenditure</td>
</tr>
<tr>
<td>Software Expenditure</td>
</tr>
<tr>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>Limitations to Certain Elements</td>
</tr>
<tr>
<td>Safety of Address and Control Bus and Lines</td>
</tr>
<tr>
<td>Safety begins at Compilation</td>
</tr>
<tr>
<td>Protection of the additional Hardware</td>
</tr>
</tbody>
</table>

In the next section established failure tolerant processor concepts are explained. Section III shows the analogy between a processor with soft errors and a noisy communication channel. The possibilities of a new processor concept which includes communication theory is explained and compared to existing safety concepts in Section IV. Conclusion and outlook are presented in Section V.

II. ESTABLISHED FAILURE TOLERANT PROCESSOR CONCEPTS

There are several well-known concepts to reduce failure probability within processors. Error detecting codes (EDC) are typically simple parity codes which can detect an odd number of errors but cannot correct errors. Error correction codes (ECC) can detect and correct a specified number of errors [5]. These two concepts are typically used for ensuring the correctness of data stored in memories.

Redundant processors are designed with multiple parts up to the entire processor. State of the art concepts are the Lock-Step [6] and Sphere of Replication (SoR) [7]. Here, the CPU or the main core components are realized several times.

Another concept is to equip error-prone areas of the processor with diagnostics that conduct systematic monitoring and therefore recognize soft errors. Here, state of the art is the faultRobust (fR) technology [8] which is based on a detailed “Failure Modes and Effects Analysis” (FMEA) for a selected part of components of the processor [9].

Each solution has its pros and cons and therefore its preferred applications. In Table I the different error detection and correction systems for processors with their outstanding...
III. PROCESSOR AS A COMMUNICATION CHANNEL

Communication theory has developed many algorithms and channel coding schemes for a nearly optimal communication via a noisy channel. In the following sections the analogy between a noisy communication channel and a processor suffering from soft errors is used to apply concepts from communication theory to data processing in processors.

A. General Model of a Noisy Communication Channel

The general model of a noisy communication channel is based on the well-known Shannon’s communication theory published in 1948 [10]. It uses the term entropy as average information content to define the concentration of information.

Here, the information source has the entropy \( S_H \). This information is forwarded to the transmitter, which performs a channel coding using an alphabet with a specified probability of occurrence for all symbols. The entropy at the transmitter \( T_H \) is given by:

\[
T_H = S_H + R_T \tag{1}
\]

with the entropy of the source \( S_H \) and the redundancy of the channel coding \( R_T \). The coded message is sent through the channel and therefore the redundancy which is the stochastic dependence among the symbols is interpreted as information by the channel and therefore as additional entropy. The distortion of the channel can be described by the conditional entropies irrelevance and equivocation as follows:

The irrelevance \( H_{IN1} \) describes the uncertainty of characters received at a given transmission symbol. The transfer through a degraded channel is regarded as a random experiment which contributes to uncertainty as the noise of the channel is itself a source of information causing a distortion of the transmitted information.

The equivocation \( H_{EN1} \) represents the uncertainty of the transmitted signal at a given receiving symbol.

In case of an error-free channel, the equivocation is zero and the information is propagated from the channel input to the channel output without a change in entropy. If the transfer of information is completely disturbed, \( H_{EN1} = H_T \) and no transport of information from input to output is possible at all.

The exchanged information through the first noisy channel (see Fig. 1), which is a discrete, memoryless channel, is represented by the mutual information \( I_{N1} \). \( I_{N1} \) is the part of the transmitter’s entropy \( H_T \), which can be transmitted to the receiver through the noisy channel 1 [11]:

\[
I_{N1} = H_T - H_{EN1} = H_{N1} + H_{IN1}. \tag{2}
\]

The mutual information \( I_{N1} \) is not negative, with the value zero indicating the independence of the transmitter and receiver, which means all the information is lost in the noisy communication channel and replaced by noise.

During channel decoding at the receiver the irrelevance has to be removed and the equivocation has to be restored. Obviously, for the perfect recovery the mutual information \( I_{N1} \) has to be exactly equal to the entropy \( H_S \) of the source. To recover the full information of the source using the decoding, the remaining redundancy \( R_R \), i.e. the mutual information \( I_{N1} \) minus the entropy \( H_S \) of the source, has to be greater than or at least equal to zero as seen by the channel:

\[
R_R = I_{N1} - H_S \geq 0
\]

It depends on the efficiency of the code and its decoding algorithm how much from the remaining redundancy has to be used for the decoding and therefore which value of \( R_R \) is at least needed for a successful decoding. After a perfect recovery, the entropy \( H_S \) at the receiving recovery stage is identical to the entropy at the transmitter \( H_T \).

The transmission through the second noisy channel and the associated recovery included in the receiver are analogous to the processes described above for the first channel. Finally, the received symbols at the receiver have to be decoded using the alphabet of the channel coding before being used at the destination.

It is assumed in this model that the transmitter including channel coding, the recovery as well as the receiver including the channel decoding are error-free and thus are not part of a noisy channel.

B. Adaptation for Processors

To describe a processor using the general model of a noisy...
communication channel as shown in Fig. 1, the channel characteristics need to be defined. The processor represents a discrete, binary, memoryless and systematic channel. A discrete channel means, the in- and output of the channel are operating with discrete values, i.e. only a finite alphabet is used. For a binary channel, the alphabet only contains the possible values zero and one. The characteristic memoryless means, that a value in the channel is not influenced by the previously transmitted values. For symmetric channels, the probability of a “bit flip” does not depend on the direction of the “bit flip”. This type of channel, called binary symmetric channel (BSC), is a standard channel, frequently treated in detail in literature of communication theory [11].

As an implementation possibility the noisy channel of a processor. The source consists of the compiler which initially generates the program data and writes it into the target computer memory. These data with the entropy $H_x$ are channel coded and through this transferred to $H_T$ before they are passed on to the noisy channel, i.e. the target computer. The entropy is unchanged by the transmitter from the perspective of the source, since only redundancy $R$, is added during the channel coding. From the point of view of the channel, the added redundancy is considered as information. So for the channel the entropy at the channel input is analogous to equation (1).

As an implementation possibility the noisy channel of a processor consists of three different sub-areas which are each separated by recovery stages. These are structured into arithmetic units, memory and bus systems and hence represent all components of a general processor. Here, the three bus systems, which are the data, address and control buses, connect the arithmetic and logic units to the memory. They also represent the interfaces of the channel to the transmitter and receiver.

All components of these three different sub-areas and their subsequent recovery stages are seen as noisy subchannels of the noisy channel of the processor; for each of the components the general model of a noisy communication is applicable. Therefore, they are all potentially affected by soft errors. The resulting equivocations and irrelevances of the sub-areas are denoted by $H_{ER}$ and $H_{IR}$, where $x$ marked the first letter of each sub-area. Similarly, the irrelevances and equivocation of the four recovery stages are referred as $H_{ER_x}$ and $H_{IR_x}$.

Another equivocation $H_{OA}$ can occur in the sub-channel of the arithmetic and logic units. During some of the operations up to half of the entropy may be lost (e.g. when adding up two n-bit values resulting in a new n-bit value). This reduces entropy by $H_{OA}$ which is also indicated by a thinner arrow of $H_A$ in Fig. 2.

The recovery stages can recognize redundancy due to the channel coding, and thus identify and correct errors. Thereby the irrelevance $H_{IR}$ of the preceding sub-channel is removed and replaced with the restored equivocation $H_{ER}$ of the preceding sub-channel. This is only possible, if the remaining redundancy of this sub-channel fulfills the condition in equation (3), since it is also a noisy channel. The recovery stages are also subject to soft-errors and therefore the subchannel equivocation $H_{ER}$ is removed and irrelevance $H_{IR}$ is added. For Recovery 1, the inflow of entropy is the added redundancy by the recovery stage itself $H_{IR_1}$ and its restored equivocation of the preceding bus systems $H_{EB}$. The outflow is the equivocation caused by possible errors of the recovery stage $H_{ER}$ and the irrelevance of the preceding bus systems $H_{IP}$. The flows of entropy for all four of the here depicted recovery stages are identical.

The same statements about the required redundancy by the code as mentioned in equation (3) apply here, too.

\[
I_p = H_T - H_{EP} - H_{OA} = H_R + H_{IP}. \tag{4}
\]

In the equation, $H_{EP}$ represents the equivocation of the entire channel which could not be corrected by the recoveries. $H_{OA}$ is the sum of the equivocation caused by the arithmetic and logic operations, which depends on the processor operations. $H_{IP}$ is the irrelevance of the entire channel, which is caused by the soft errors. In analogy to equation (3), to recover the full information of the source minus the loss of information during arithmetic and logic operations using the decoding, the remaining redundancy $R_s$ has to be greater than or at least equal to zero:

\[
R_s = I_p - (H_S - H_{OA}) \geq 0
\]

\[
R_s = H_{IR} - H_{IP} - H_S + H_{OA} \geq 0. \tag{5}
\]

The same statements about the required redundancy by the code as mentioned in equation (3) apply here, too.
IV. DISCUSSION ON THE CHANNEL CODED PROCESSOR CONCEPT AND COMPARISON WITH ESTABLISHED SAFETY CONCEPTS

A. Characteristics of a Code for the Channel Coded Processor Concept

For the application of the general model of a noisy communication channel to a processor, one of the most important details is the characteristics of the selected code. It has to fulfill the following requirements:

- The code must be a block code or a finite convolution code, since the information of the data words should have no connection with each other.
- The code must be available in a systematic form or be isomorphic to this, so that the information processing can be performed in the established and well-known way. Each block code can be transferred through line operations in the generator matrix without compromising the properties of the code in a systematic block code.
- Each of the operations that are executed by the processor on data words has a corresponding operation on the correction bits.

The remaining degrees of freedom that are left in the mathematical construction of the code can be used for optimizations. These include, among others, the efficient and effective implementation of error correction with the smallest possible amount of circuits.

B. Key Questions of the Processor Concept

The main challenge is the construction of the channel code. This has to involve the information of all possible operations the processors are capable to perform, as this influences the required corresponding operations on the correction bits. This leads to mathematical construction rules of the code, and to a decrease of the efficiency of the code.

Another question is the combination of the code with data, address and control lines in the processor. An undetected error, for example, in the control lines of the ALU may change the operation on two data words. The digital circuits that are used for these lines must contain redundancy to correct soft errors, which also occur there, by itself. Any information in the processor must be protected at all times in some form by redundancy. This is especially true for the recovery within the noisy communication channel of the processor. Here, an error propagation of individual errors in arithmetic combination of words can occur. An error at one place of an input word can affect adjacent bits of the output word.

V. CONCLUSION AND OUTLOOK

We developed the idea of a new concept for enhancing the safety of processors. The aim is to integrate modern concepts of signal transmission theory through noisy communication channels with concepts for safe processors.

Currently, we think that this new concept has the potential for an effective error correction scheme within a processor. Compared to the established concepts, this concept provides a consistent and effective implementation of protection against soft errors enabling error detection and correction. Soft errors originated in a recovery stage may be corrected in the following recovery unit as long as the error doesn’t generate a valid but incorrect code word. We assume that the additional hardware required for the new concept in relation to the performance of error correction could be very efficient.

The concept can also create a complete chain of redundancy in all areas and components of the processor that ranges from the beginning in the compiler and the periphery until the output of the information.

We know that many questions remain open. The points
- mathematical description of the noisy communication channel model for a processor,
- channel code having the required characteristics mentioned above,
- algorithms for error correction,
- concept for self-correcting digital circuits and transition to data, address and control lines and
- implementation and testing of a simple processor into a Field Programmable Gate Array (FPGA)

are planned for further research.

In the first step, known codes of channel coding can be tested for their usability for the model of the channel coded processor described in Fig. 2. First, only systematic block codes are examined for the following two reasons:

- Block codes guarantee the information-theoretical independence between individual code words.
- By means of the systematic coding, the arithmetic and logic operations of the data words in the processor can be executed in the usual manner. The associated check bits can be computed with a calculation rule which takes the operation on the data words into account and thereby generates a valid code word.

If no suitable calculation rules can be found on the check bits, an attempt can be made to modify the code using the well-known methods: extension, punctuation, expurgation and shortening.

These two postulates concretize and simplify the possible realization of a block code mathematically, but this leads probably to a deterioration of the efficiency of the code if the information of the postulates cannot be used efficiently for the error correction.

We appreciate discussions on open questions and further development possibilities of this proposed concept.
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