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Abstract—The aim of this paper is to improve the predictive 

performance of the classification process by means of building 

multiple data classification models based on the output from 

feature selection methods that use ensemble strategy to find the 

optimal set of features. Currently, the data volume has grown at 

an extreme rate causing a variety of problems. The big data 

situation has made automatic analysis tasks such as data 

classification facing low performance and high computational 

time problems when dealing with big data that are huge in both 

volume and dimensions. In this research work, we tackle the big 

data problem in the high dimensionality aspect. We propose an 

ensemble method to reduce data dimension by means of feature 

clustering to rank the potential features and also return suitable 

subset of features for further classifying the training data. The 

two paradigms of feature selection based on ensemble strategy 

are proposed and evaluated. Experimental results confirm the 

efficacy of our proposed feature ensemble method. 

 
Index Terms—Feature selection, ensemble learning, 

clustering, classification.  

 

I. INTRODUCTION 

Traditional data classification seems to be an easy and 

straightforward task when applying a single classification 

model to predict future data. Currently, electronic 

equipments are ubiquitous and extensively used, thus, 

causing a variety of data forms such as numeric, categorical, 

time series, images, and so on. It is difficult to build a single 

model from these data to make a high performance classifier 

for accurately predicting future or unseen data. The basic 

solution idea is to build multiple models from the same 

dataset and then combine the predicted results from those 

multiple models to output a final prediction. This technique is 

called an ensemble learning.   

Ensemble learning is basically a technique to use multiple 

models or multiple learning algorithms to predicted future 

data with the major purpose of better classification in terms 

of accuracy. Which combining results from multiple models 

built from various methods, the popular result combining 
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method is a simple voting [1]. Typically, ensemble learning 

can be achieved from a wide range of methods, but the 

popular methods are bagging [2] and booting [3]. The two 

ensemble methods have long applied by many researchers, 

and they have been proven to provide better classification 

performance. 

From the continuous and increasing advancement of 

software and hardware technologies, new structured and 

unstructured data have been generated every day. It is 

difficult to analyze and build a model from these mixed type 

data, even with the aid of ensemble learning method, because 

these data are high in dimensionality. The technique to solve 

this problem is the use of filter of find and extract only the 

optimal set of features for building classification model. The 

filtering techniques can be generally divided into 2 groups: 

feature selection and feature extraction. The research 

focusing on feature selection method uses some measures to 

calculate weight and then choosing a subset of features 

ordered by the weight [4], [5]. The feature selection methods 

can be further divided into 2 sub-groups: those that 

automatically return optimal set of features, and those that 

return weight of features. It is, however, difficult to choose 

the optimal weight of features for data classification. 

Therefore, many researchers try to solve the optimal 

feature selection problem by proposing the ensemble feature 

selection method. Bolón-Canedo et al. [6] have shown that 

data classification using an ensemble of filters by using five 

groups of different feature selection methods for building 

instance-based learning (IB1) model [7] and support vector 

machine (SVM) model [8]. Seijo-Pardo et al. [9] propose 

technique to select optimal set of features by using several 

different threshold values, such as fisher discriminant ratio, 

log2(n), and top percent of features, for ensemble feature 

selection. These research works [6]-[9] report a promising 

performance of ensemble feature selection strategy to 

increase classification accuracy. 

This research, thus, aims at proposing a method to improve 

data classification accuracy by means of an ensemble feature 

selection. We propose a hybrid ensemble feature selection 

method by both automatically return optimal set of features 

and return weight of features. Our proposed method selects 

the optimal set of the feature from the return weight of 

features reported by the clustering method using k-Means 

algorithm [10], [11]. 

The contributions of this paper are as follows: 

 With the proposed method, k-Means clustering can be 

applied as feature selection tool to select the optimal 

subset of the features. 

 The proposed method can be applied to ensemble 

learning using a variety of learning algorithms and can 
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increase the predictive accuracy. 

 

II. MATERIALS AND METHODS 

A. Ensemble Learning 

Ensemble learning is a technique to build multiple models 

from training data. The main purpose of this technique is to 

increase the model accuracy. Fig. 1 shows the main concept 

of ensemble learning. The ensemble process starts by taking 

the training data to build multiple models using either the 

same algorithm, or different algorithms. Then, combine the 

results from all the models to generate a single output. There 

are various strategies to combine results, but the most 

applicable one is a majority vote.  
 

 
Fig. 1. The concept of ensemble learning. 

 

Ensemble learning can be divided further into three classes 

of techniques [1]: 

 Vote ensemble. It performs ensemble learning by 

building multiple models from one training dataset. To 

classify new data, it uses a majority vote to predict class 

of the new data. 

 Bagging. It starts ensemble learning by dividing data, 

using random sampling technique, into several equal 

subsets. Each data subset is used to build the model. All 

built models are then used for classifying new data 

based on a majority vote.  

 Random forest. It is ensemble learning method that is 

similar to bagging technique but it selects some of the 

features to each data subset. 

B. Feature Selection Method 

Feature selection is a method to handle high dimensional 

data by reducing the data features based on some selection 

criteria. This method can reduce data dimensions and at the 

same time can increase the model accuracy. The examples of 

criteria for selecting feature subsets and returning the feature 

ranking score are as follows: 
 Association rule mining-based feature selection (AFS) 

[12]. It is a method based on association analysis for 

analyzing features that are most influencing the class 

attribute. The calculation of frequent features from 

association rules is shown in equation (1). If the feature 

has the highest FrequentFeature score, that feature is 

the most influencing factor to the class attribute. 

Rules
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 Information Gain (IG) [13]. It selects features by 

measuring entropy, which is the measurement for purity 

of data with the same class. The computation of IG is 

shown in equations (2) and (3). The feature with high 

value of IG means the high potential of that feature on 

classifying data into class c1 to cn.   
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C. k-Means Clustering 

k-Means clustering [10], [11] is an unsupervised learning 

algorithm for partitioning data into groups such that data 

subsets sharing similar attributes are assigned to be in the 

same group. This algorithm groups data into clusters by 

measuring the distance between data points. The most 

popular measure is Euclidean distance [14], as shown in 

equation (4).  
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Fig. 2 presents the detail of the k-Means algorithm, which 

consists of five steps. 

Step 1: at line 1, define the number of clusters (K) and the 

initial centroid, or central point, of each cluster.   

Step 2: from lines 2 to 3, assign all data points to the 

closest centroid by measuring the distance between a data 

point to each centroid. 

Step 3: at line 4, recompute the centroid of each cluster by 

calculating the average attribute value among all the points in 

each cluster.  

Step 4: repeat steps 2 and 3 until the centroid does not 

change. 

 

Algorithm k-Means 

1. Select K point as the initial K centroids. 

2. Repeat 

3. Form K clusters by assigning all points to the closet 

centroid. 

4. Recomputed the centroid of each cluster. 

5. Until the centroid does not change 

Fig. 2. k-Means algorithm. 

 

III. PROPOSED WORK 

In this section, we present the proposed process of 

clustering the feature ranking on data classification using an 

ensemble feature selection. The idea is that we use the 

k-Means algorithm to find the best cluster of the features 

from feature ranking scores and use these results to build the 

model for data classification. The objectives are to reduce the 

data dimensions and to increases the predictive accuracy. 
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The method of clustering the feature ranking on data 

classification using an ensemble feature selection is 

graphically shown in Fig. 3 and 4.  

 

 
Fig. 3. The concept of ensemble 1. 

 

 
Fig. 4. The concept of ensemble 2. 

 

 
Fig. 5. The concept of cluster the feature ranking score. 

 

Our method consists of two parts: ensemble 1 and 

ensemble 2. Fig. 3 shows the steps in ensemble 1, which 

consists of three phases. The first phase of ensemble 1 feature 

selection method is reducing dimensions of the training data 

by using 5 feature selection methods including the 

correlation-based feature selection (CFS) [15], the 

consistency-based filter (Cons.) [16], the association rule 

mining-based feature selection (AFS), the correlation-based 

filter (Corr.), and the information gain (IG). 

Ensemble 1 phase 2 is the clustering of feature ranking 

scores with the k-Means algorithm. The three ranking score 

methods used for clustering are the scores from the AFS, 

Corr, and IG methods. Fig. 5 shows running example for 

phase 2 of ensemble 1. The feature weight in Attr.1 to Attr.10 

are clustered by k-Means (set k=2, user can increase k when 

the optimal set of feature is needed to be small size). The 

optimal set of the feature is cluster 0, which contains a set of 

features to be used for building a classification model. 

Ensemble 1 phase 3, build the model with an optimal set of 

the feature from phase 2 with any data classification 

algorithm. The final step of ensemble 1 is the combining of 

the outputs from multiple models using a majority vote 

scheme to predicted class of data. 

Fig. 4 shows concept of ensemble 2, which shares similar 

main idea to ensemble 1, but the ensemble 2 build a single 

classifier. At phase 3 of the ensemble 2 method, a majority 

vote of the feature from several feature selection methods 

generate a single set of optimal features. Then the optimal set 

of features is used for classification model building. The 

classification algorithm can be any one such as SVM and 

C4.5.  
 

IV. EXPERIMENTAL RESULTS 

The proposed ensemble feature selection methods have 

been experimented with data taken from the UCI Machine 

Learning Repository (http://archive.ics.uci.edu/ml/). Table I 

shows details of the five data sets used in our experimentation. 

Each of these datasets has been divided into training dataset 

(70%) and test dataset (30%). We use the C4.5 and SVM 

algorithms for classification and use five feature selection 

methods, which are correlation-based feature selection (CFS), 

consistency-based (Cons.), association rule mining-based 

feature selection (AFS), correlation-based (Corr.), and 

information gain-based (IG). 

Table Ⅱ shows comparative results of classification 

accuracy and error. It can be seen that the ensemble 1 on C4.5 
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algorithm can improve the performance of accuracy on 

Spambase (92.72%) and Arrhythmia (66.91%) data sets. The 

proposed ensemble 1 and 2 on SVM algorithm can improve 

the performance of accuracy on Splice (96.68%) data set 

when compared to raw data set with no feature selection 

method and other feature selection algorithms.  

Table III shows comparative results of average 

classification accuracy and error. It can be seen that the 

ensemble 1 performs well on the C4.5 algorithm (87.66%) 

when compared to ensemble 2 that is good on SVM 

algorithm (88.43%). When compared against other feature 

selection algorithms, it can be seen that our proposed 

ensemble feature selection algorithms using k-Means to 

cluster feature ranking can improve the performance of 

accuracy on C4.5 (IG = 86.63%) and SVM (Corr. = 88.39%). 

Table IV shows comparative results of the number of features 

selected by five feature selection algorithms. It can be seen 

the all five feature selection methods can reduce data 

dimensions. 
 

 TABLE I: DETAILS OF DATASETS 

Datasets # Instances # Features 

Spambase 4601 58 

Splice 3190 62 

Opt digits 5620 65 

Ozone 2534 74 

Arrhythmia 452 280 

 

TABLE II: COMPARATIVE RESULTS OF CLASSIFICATION ACCURACY AND ERROR 

Methods 
Spambase Ozone Splice Arrhythmia Opt digits 

Acc. Err. Acc. Err. Acc. Err. Acc. Err. Acc. Err. 

Raw Data           

 Raw + SVM 92.65% 7.35% 94.00% 6.00% 66.35% 33.65% 60.29% 39.71% 98.92% 1.08% 

 Raw + C4.5 92.13% 7.87% 92.09% 7.91% 93.57% 6.43% 62.50% 37.50% 89.70% 10.30% 

SVM           

 CFS + SVM 88.75% 11.25% 92.36% 7.64% 96.57% 3.43% 63.97% 36.03% 98.73% 1.27% 

 Cons. + SVM 89.71% 10.29% 93.86% 6.14% 93.03% 6.97% 60.29% 39.71% 86.33% 13.67% 

 AFS + SVM 89.63% 10.37% 93.45% 6.55% 94.75% 5.25% 63.77% 36.23% 98.98% 1.02% 

 Corr. + SVM 90.59% 9.41% 94.00% 6.00% 96.14% 3.86% 62.50% 37.50% 98.73% 1.27% 

 IG + SVM 88.60% 11.40% 93.45% 6.55% 96.46% 3.54% 62.50% 37.50% 98.61% 1.39% 

C4.5           

 CFS + C4.5 91.91% 8.09% 91.27% 8.73% 93.57% 6.43% 66.18% 33.82% 89.88% 10.12% 

 Cons. + C4.5 92.06% 7.94% 91.95% 8.05% 93.25% 6.75% 61.76% 38.24% 80.48% 19.52% 

 AFS. + C4.5 92.06% 7.94% 93.04% 6.96% 93.68% 6.32% 62.50% 37.50% 90.42% 9.58% 

 Corr. + C4.5 91.47% 8.53% 94.13% 5.87% 94.00% 6.00% 60.29% 39.71% 90.48% 9.52% 

 IG + C4.5 91.91% 8.09% 93.18% 6.82% 94.00% 6.00% 65.44% 34.56% 88.61% 11.39% 

Ensembles           

 Emsemble1 + SVM 90.07% 9.93% 93.45% 6.55% 95.61% 4.39% 63.24% 36.76% 98.67% 1.33% 

 Emsemble1+ C4.5 92.72% 7.28% 93.86% 6.14% 93.68% 6.32% 66.91% 33.09% 91.14% 8.86% 

 Emsemble2 + SVM 89.78% 10.22% 93.04% 6.96% 96.68% 3.32% 63.97% 36.03% 98.67% 1.33% 

 Emsemble2 + C4.5 91.54% 8.46% 92.77% 7.23% 94.00% 6.00% 65.44% 34.56% 89.28% 10.72% 

 
TABLE III: COMPARATIVE RESULTS OF NUMBER OF FEATURES BY FIVE 

FEATURE SELECTION ALGORITHMS 

Datasets Raw A B C D E 

Spambase 58 16 18 15 21 13 

Splice 62 20 11 8 24 23 

Opt digits 65 36 10 42 40 33 

Ozone 74 15 23 26 23 13 

Arrhythmia 280 32 19 50 46 25 

 

TABLE IV: COMPARATIVE RESULTS OF AVERAGE ACCURACY AND ERROR

Methods 
SVM C4.5 

Accuracy Error Accuracy Error 

Raw data 82.44 17.56 86.00 14.00 

Features Selection     

  CFS 88.08 11.92 86.56 13.44 

  Cons. 84.64 15.36 83.90 16.10 

  AFS 88.12 11.88 86.34 13.66 

  Corr.  88.39 11.61 86.07 13.93 

  IG 87.92 12.08 86.63 13.37 

Ensembles     

  Ensemble 1 88.21 11.79 87.66 12.34 

  Ensemble 2 88.43 11.57 86.61 13.39 

V. CONCLUSION 

This research aims at studying a method to clustering the 

feature ranking on data classification using an ensemble 

feature selection. The problem of learning efficient model 

from data with high dimensionality can cause trouble to most 

algorithms. Thus, we propose to use the ensemble method at 

the feature selection step prior to the application of learning 

algorithm in order to increase accuracy and reduce learning 

problem due to dimensionality. We present clustering 

method using the k-Means algorithm to cluster the feature 

ranking scores for choosing an optimal set from feature 

ranking score. 

From experimental results, it has been revealed that the 

proposed ensemble feature selection method can increase the 

accuracy of data classification, and can reduce high 

dimensional data problem by obtaining a small set of features. 

However, in some datasets our proposed ensemble method 

shows lower accuracy than the raw dataset with no feature 

selection applied. Even though the proposed method can 
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reduce data dimensions and hence expected to remedy the 

over-fitting problem, it still needs further improvement to 

perform well on every dataset. Such improvement is 

obviously planned as our future work.   
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