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Abstract—In this paper, we will propose a novel parameter 

estimation algorithm which is based on the modified particle 

swarm optimization (PSO) algorithm for the Volterra digital 

system.  In the modified PSO algorithm, another adjusting 

factor is added into the velocity updating formula to enhance 

the algorithm’s search capacity.  On the basis of a series of 

input-output data pairs, we wish that the modified PSO 

approach can successfully solve for the unknown parameters of 

the Volterra digital system.  The whole design steps based on the 

modified PSO is presented for parameter estimations.  Besides, 

different sets of algorithm initial conditions are examined to 

confirm the feasibility and robustness.  Finally, simulation 

results sufficiently reveal that the proposed method can 

correctly solve for the parameters of the Volterra digital 

system.   

 

Index Terms—Parameter estimation, Volterra digital system, 

Particle swarm optimization (PSO).   

 

I. INTRODUCTION 

Parameter estimation is an important topic in the system 

engineering.  If the correct system parameters are obtained by 

some approaches, the sequential tasks including the 

controller design and/or the system output forecasting can 

just proceed.  In recent years, lots of researches regarding the 

parameter estimation have been reported [1]-[6] according to 

different methods and design targets.  In [1], for example, 

they studied the parameter estimation problem of the 

Hammerstein nonlinear system using the adaptive filtering 

technique.  A LF-RLS identification algorithm was proposed 

by filtering the input-output data.  In [3], the authors focused 

on the heavy-tailed stochastic signals generated through 

continuous-time autoregressive model and the goal is to 

estimate the parameters of the continuous-time model.  For 

identifying ordinary differential equation models, a 

two-stage parameter estimation method was presented in [6].  

A batch-process model was successfully examined using the 

proposed design method.   

Recently, a large number of evolutionary computations 

have successively been presented.  Among them, the particle 

swarm optimization (PSO) algorithm proposed by Kennedy 

and Eberhart is rather popular and often employed [7].  The 

motivation of the algorithm was basically from the related 

organization behavior such as fish school and bird flock.  
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Due to some excellent properties, the algorithm has 

successfully solved for a variety of engineering optimization 

problems; for instances, the power system state estimation [8], 

signature verification [9], multi-objective hull assembly line 

balancing [10], and constrained optimization problems [11].  

In our previous work, a modified version of PSO algorithm 

was initially developed for the optimal design of nonlinear 

PID control system [12].  This modified version is to add 

another adjusting factor into the velocity formula of the 

algorithm to guide all particle movements.  Based on the 

developed algorithm, a tracking control of nonlinear inverted 

pendulum system has been successfully implemented by the 

designed PID controller.   

This paper will apply the modified PSO algorithm to the 

parameter estimation especially for the Volterra digital 

system.  All unknown system parameters are estimated by the 

proposed method with a series of input-output signal pairs. 

The remainder of this paper can be summarized as follows. In 

Section II, the difference equation structure for the Volterra 

digital system is firstly introduced. In Section III, the 

modified version of PSO algorithm is addressed in detail, and 

the whole design steps based on the modified PSO is 

developed for the parameter estimation of Volterra digital 

system in Section IV. Section V then is to show several 

simulation results which examine different sets of algorithm 

initial conditions. Finally, a brief conclusion is given in 

Section VI.    

 

II. VOLTERRA DIGITAL SYSTEM  

In the digital signal process (DSP), there are two different 

kinds of digital filter structures: the finite impulse response 

(FIR) and the infinite impulse response (IIR). The output of 

the former is influenced only by the present and past input 

signals, not by the past output signals.  Conversely, the output 

of IIR structure is then affected by both input and output 

signals.  Equation (1) describes a general expression for the 

FIR digital filter   





M

k

knxkhny
0

][][][  

][][]1[]1[][]0[ MnxMhnxhnxh   ,        (1) 

where x is the input signal, y is the output signal, M denotes 

the number of past inputs required, ][kh  then represents the 

system parameter.  The Volterra digital system considered in 

this study is basically an extended version of the FIR digital 

filter, which can be expressed by the following difference 

equation [13]  
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where ],[ 21 kkh  denotes the second-order system parameter 

and also reflects the quadratic properties of the digital system.  

In this paper, all parameters of the Volterra digital system 

including ][kh  and ],[ 21 kkh  will be estimated by the 

developed method which is introduced in the next section.   

 

III. A MODIFIED VERSION OF PSO ALGORITHM  

Before introducing the modified PSO algorithm, let us 

consider the general PSO. In the PSO algorithm, all 

determined system parameters need to be collected and 

further form a parameter vector as  

 N ,,, 21  ,                               (3) 

where N stands for the number of determined parameters for 

the optimized problem. Equation (3) is also called the particle 

in the viewpoint of the PSO algorithm.  In addition, let the ith 

particle’s expression be 

 iNiii  ,,, 21  .                            (4) 

Each particle is guided by the following two updating 

formulas: 

)( )( 2211 ijjijijijij grcprcvwv   ,      (5) 

and 

ijijij v ,                                   (6) 

where Equation (5) is the velocity updating formula and 

Equation (6) is the position updating formula, ij , ijp  , and 

jg  are the jth position components of the ith particle, the ith 

individual best particle, and the global best particle, 

respectively, ijv  is the jth velocity component of the ith 

particle, w is the inertia weight, 1c  and 2c are two positive 

constants, 1r  and 2r are then two random numbers generated 

from the interval [0, 1] uniformly.  The general PSO is just to 

utilize these two updating formulas to achieve the 

optimization.   

On the other hand, in addition to the individual best ijp  

and the global best jg , another adjusting factor, the local 

best js , is introduced into the velocity formula of (5) in the 

modified PSO algorithm.  The local best js  means the best 

particle within the subpopulation where the particle ij  

belongs to.  As a result, the original single population needs 

to be partitioned into several subpopulations simply by the 

particle order.  The velocity updating formula of (5) is 

changed to be [12] 
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where js  is the jth position component of the local best, 3c is 

a positive constant, and 3r  is also a random number selected 

from [0, 1] as well as 1r  and 2r .  Besides, Equation (6), the 

position updating formula, still remains.  To estimate the 

unknown parameters of Volterra digital system, the modified 

version of PSO algorithm is employed.   

 

IV. DESIGN STEPS FOR PARAMETER ESTIMATIONS  

Fig. 1 shows the overall block diagram of the proposed 

estimation method for the Volterra digital system, where 

][nx  is an external input signal, ][ny  is the output signal of 

the Volterra digital system with unknown parameters,  

][nym  is the output signal of the Volterra digital model with 

the same structure as the above Volterra digital system, 

][][][ nynyne m  is the error signal between ][ny  and 

][mym . When minimizing the error signal by the proposed 

method, the system parameters can be correctly obtained. 

Furthermore, we need a proper objective function to evaluate 

each particle, and here it is simply defined by  
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where T represents the sampling number. A better particle 

means that its objective function is smaller.   
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Fig. 1. Block diagram of the proposed estimation method. 

 

Based on the modified PSO, the complete design steps for 

the parameter estimation of Volterra digital system can be 

outlined as follows.   

Data: A series of input-output signal pairs ]}[],[{ nynx , 

inertial weight w and positive constants 1c , 2c , and 3c  in (7), 

sampling number T in (8), population size H, number of 

subpopulations L, number of algorithm iterations G.    

Goal: Estimate the unknown parameters of the Volterra 

digital system using the modified PSO algorithm.   

1) Create an initial population consisting of H particles 

from the interval [-1, 1] randomly and uniformly.   

2) Partition the original population into L subpopulations by 
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the particle order.   

3) If the assigned number of iterations G is achieved, then 

the algorithm stops.   

4) Calculate the objective function of each particle by (8) 

and record the individual best, the local best, and the 

global best.   

5) Execute the modified velocity formula of (7) and the 

position formula of (6) for each particle.   

6) Go back to Step III.   

 

V. SIMULATION RESULTS  

In this section, an illustrative example for parameter 

estimations of Volterra digital system is demonstrated.  The 

Volterra system considered is expressed by  

]3[43.0]1[2.1][2.02][  nxnxnxny  

]2[]1[7.0]1[][1.0  nxnxnxnx , (9) 

where all the system parameters are assumed to be unknown.  

According to the structure of (9), a Volterra digital model 

which estimates the unknown system parameters can be 

given by  

]3[]1[][][ 4321  nxnxnxnym   

]2[]1[]1[][ 65  nxnxnxnx  ,                (10) 

where  621 ,,,    is the determined parameter vector 

and is also the particle of the algorithm.  It is expected that the 

particle is adjusted by the proposed algorithm so that the 

error signal between ][ny  and ][mym  is minimized and the 

unknown parameters of (9) can be correctly solved.   

 

TABLE I: THE RELATED VARIABLES USED IN THE PROPOSED ALGORITHM   

Inertia weight 

w 

Positive constants  

321 ,, ccc  

Sampling number 

T 

Population size 

H 

Number of subpopulations  

L 

Number of  iterations 

G 

0.8 1.0 50 50 5 200 

 

TABLE II: FINAL PARAMETER ESTIMATION RESULTS FOR RUN 1 ~ RUN 5 

 
1  2  3  4  5  6  

Run 1 2 0.2 -1.2 0.43 0.1 -0.7 

Run 2 2 0.2 -1.2 0.43 0.099999 -0.700001 

Run 3 2 0.2 -1.2 0.43 0.1 -0.699999 

Run 4 2 0.2 -1.2 0.43 0.1 -0.700001 

Run 5 2 0.2 -1.2 0.43 0.1 -0.7 
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Fig. 2. Convergence curve of parameter 1 .  
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Fig. 3. Convergence curve of parameter 2 .  

 

Table I lists the related variables used in the proposed 

algorithm for all the simulations.  The external input signal 

][nx  is generated from the interval [-1, 1] randomly to excite 

both the system of (9) and the model of (10). Moreover, five 

different sets of algorithm initial conditions, Run 1-Run 5, 

are examined to verify the algorithm robustness and 

feasibility.  Simulation results are listed in Table II and 

plotted in Figs. 2-7, respectively. Table II lists the parameter 

estimation results of 1 - 6  for Run 1-Run 5. It is found that 

all the system parameters can be accurately estimated.  Their 

convergence curves with respect to the number of iterations 

are further shown in Figs. 2-7 for parameters 1 - 6 . As can 

be seen from these figures, they almost converges to the 

correct values after executing about 50 iterations.   
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Fig. 4. Convergence curve of parameter 3 .  
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Fig. 5. Convergence curve of parameter 4 .  
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Fig. 6. Convergence curve of parameter 5 .  
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Fig. 7. Convergence curve of parameter 6 .  

 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper, we have successfully proposed a new 

parameter estimation algorithm which is based on the 

modified PSO for the Volterra digital system. A complete 

design strategy for parameter estimations of such digital 

system is clearly given.  Following these design steps, the 

unknown system parameters can be correctly derived. The 

robustness and feasibility of the developed algorithm is also 

confirmed by testing different sets of initial conditions. For 

the future work, the proposed method can be utilized and 

extended to parameter estimations of another different kinds 

of digital systems or to the control system design.   
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