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Abstract—Cloud computing is a framework for enabling access to distributed computing resources. These resources may be extra storage, network bandwidth, memory space or processing power elements. The cloud user and service provider perceive the service in the cloud from different perspectives. The cloud user focuses on minimizing response time and cost of the service while the provider focuses on efficient utilization, of cloud resources, service reliability and minimization of maintenance costs. To satisfy both points of view, efficient methods to optimize cloudlets scheduling have to be provided. This paper proposes a scheduling method for cloud computing environment based on artificial neural networks (ANN) optimized with firefly algorithm to pick out the most convenient scheduling algorithm.

Index Terms—Cloud computing, artificial neural network, task scheduling, firefly algorithm, cloudlet scheduling controller.

I. INTRODUCTION

A cloud is a type of parallel and distributed system [1]. It consists of a collection of interconnected and virtualized computers that are dynamically provisioned and presented as one or more computing resources. These resources are presented to the customer as a service. There are three categories of services according to National Institute of Standards and Technology (NIST) [2] standard:

- Infrastructure as a Service (IaaS).
- Platform as a Service (PaaS).
- Software as a Service (SaaS).

Virtualization is the golden key in cloud computing, it guarantees maximizing the effectiveness and performance of the shared resources. Cloud resources are shared by multiple users and dynamically re-allocated on demand. Virtualization software allows a single physical device to be accessed as one or more virtual devices. Each one is called a virtual machine (VM). Virtualization provides elasticity to serve customers requests to speed up IT operations, and reduces cost by increasing infrastructure utilization [3].

The incoming requests from cloud customers to service provider are called cloudlets. Every cloudlet has an assigned instruction length by Million Instructions (MI).

Scheduling is a planning process to assign particular tasks for processing. Cloud environment has two levels of scheduling as shown in Fig. 1, the first one is scheduling of incoming cloudlets to available VMs and the second one is virtual machine scheduling [4].

Cloudlets scheduling deals with the problem of deciding which of the cloudlets in the arriving queue will be allocated to the VM and what is the applied mechanism to achieve this mission. The job waits in a queue until it is scheduled and executed. The time spent in the queue, or wait time, depends on several factors:

- Job priority.
- Load on the VM.
- Availability of requested resources.

Turnaround time is the total time elapsed between job submission and return of the complete output to the user. It includes the waiting time as well as the jobs actual execution time. Response time is the time elapsed between job submission and the response the user gets from the system. Consequently, response time is an important performance metric for cloud customers, who look forward to get minimal response time [5]. The purpose of the first level of cloudlet scheduling is to balance the performance of different virtual machines.

The second level of cloudlet scheduling is virtual machine scheduling which is responsible for provisioning the physical nodes resources among different virtual machines. The number of tasks that run on a virtual machine varies from time to time. Therefore, the resources utilization varies over time. In such a case, some of the virtual machines suffer from lack of memory and computing capacity.

Efficient virtual machines scheduling mechanisms can improve resources utilization by migration process. Migration refers to the process of moving a running virtual machine or application between different physical devices without disconnecting the client or application. Both cloudlet scheduling and virtual machine scheduling are the
core that affects the performance of the cloud.

The paper is organized as follows: Section II presents related work. Section III illustrates the firefly algorithm. Section IV illustrates the artificial neural networks methodology. Section V presents the proposed model. Section VI shows the performance analysis of the proposed approach and finally, Section VII concludes the paper.

II. RELATED WORK

Nature Inspired Algorithms have gained attention to solve different optimization problems. Such algorithms include ant colony, bee colony, firefly, particle swarm optimization, bat algorithm and artificial neural network [6]. Esa and Yousef [7] use the firefly algorithm to minimize the time to complete tasks in a cloud-computing environment. The method based on jobs and resources data such as length of job and speed of resources. The scheduling function firstly creates a set of jobs and resources to generate the population by assigning the jobs to resources randomly and evaluating the population using a fitness value that represents the execution time of jobs. Secondly, the function uses iterations to regenerate populations based on firefly attitude to produce the best job schedule that gives the minimum execution time of jobs. Guo et al. [8] apply a Particle Swarm Optimization (PSO) algorithm; assign each solution to a particle in the swarm. Linan Zhu et al. [9] use an ant colony algorithm, by first checking the priority of incoming tasks then applying ant colony algorithm based on shortest execution time. Daoud et al. [10] present a two-steps algorithm called Hybrid Heuristic-Genetic Scheduling (H2GS) for tasks scheduling in heterogeneous distributed computing systems based on Genetic Algorithm (GA). The first phase of the algorithm is based on Longest Dynamic Critical Path (LDCP) list for scheduling with high quality. The second phase receives from the first stage output as the initial population of GA. The function of the second phase leads to a shorter schedule. The efficiency of H2GS is compared with two scheduling methods of Dynamic Level Scheduling (DLS) and Heterogeneous Earliest Finish Time (HEFT). Results show that this algorithm outperforms the mentioned methods.

Heuristic Search Algorithms are another class of algorithms that have been used to solve the resource allocation problems. This category of algorithms follows a predefined procedure, such as FCFS, Round Robin, Shortest Job first, Min-Min algorithm and Max-Min algorithm. Kokilavani et al. [11] present the Minimum Execution Time (MET) algorithm based on the Min-Min algorithm. It allocates each task to the resource with minimum expected execution time, without considering the resource availability at that time. The idea of this approach is to assign each task to its best resource. This method results in a severe load imbalance across the resources. Manyar et al. [12] apply the Round Robin (RR) [5] algorithm; one of the most common mechanisms in task scheduling. It is based on assigning an equal time slice (quantum) to each cloudlet in order and in a circular queue without priority. Tasks that are unable to complete during its turn, will go back to the queue waiting for another turn. RR scheduler generally uses time-sharing. The drawback of this algorithm is that if the virtual machine is heavily loaded it will take longer time to complete execution of all tasks. The main benefit is that no task has to wait for another one to complete as in First Come First Served (FCFS) [13] and others.

III. FIREFLY ALGORITHM

The firefly algorithm (FFA) presented by Xin-She Yang [14] simulates firefly behavior. It belongs to nature-inspired meta-heuristic algorithms that simulate animals’ behavior to reach food such as ant colony, bee colony, particle swarm optimization, etc... It relies on the flashing of each firefly to define the intensity of light for other ones. The main purpose of their flashing is to attract a mate. There are three rules to govern the algorithm, and create a modeled firefly behavior.

- Fireflies are unisex, so they are attracted to each other based on the intensity of each firefly.
- Attractiveness is proportional to brightness; a less bright firefly will move towards a brighter firefly.
- The brightness of a firefly is related to the value of the objective function being maximized.

When comparing the brightness of any two fireflies, the locations of the fireflies must be considered. When the distance increases between two fireflies, then both attractiveness and brightness will decrease dramatically. In addition, if a firefly does not find a firefly in its surroundings, it will travel in a random direction.

The intensity of light of each firefly is the main property of firefly algorithm, which is responsible for attracting the mating fireflies. Suppose there exists a swarm of n fireflies and the solution for the i(th) firefly is (Ii), where f(Ii) denotes its fitness value. Now, the brightness (β) of a firefly is chosen to reflect its current position (I) of its fitness value f(I).

\[ \beta_i = f(I_i), \quad \text{where } 1 \leq i \leq n \]  \hspace{1cm} (1)

All fireflies have their attractiveness value β, which indicates how it can attract other fireflies in the swarm. The attractiveness β will diverge with its distance factor dji at the locations Xi and Xj, between the two corresponding fireflies i and j is given by the comparison.

\[ d_{ij} = |X_i - X_j| \]  \hspace{1cm} (2)

The attractiveness function β of the firefly is computed as:

\[ \beta = \beta_0 e^{-\gamma d_{ij}^2} \]  \hspace{1cm} (3)

where \( \beta_0 \) is attractiveness at r = 0 and \( \gamma \) is coefficient of light absorption.

The movement of the less bright firefly toward the brighter firefly is computed by

\[ X_i = \alpha + \beta_0 e^{-\gamma d_{ij}^2} (X_i - X_j) + \alpha (r \text{ and-1/2}) \]  \hspace{1cm} (4)

where \( \alpha \) is the randomization parameter and rand is a randomly selected number in the interval \([0, 1]\).

IV. ARTIFICIAL NEURAL NETWORK

Artificial Neural Network (ANN) consists of an interconnected group of nodes (artificial neurons). It is based on the idea of the big network of neurons in the
human brain. It has internal adjustable parameters called weights that refer to the strength of a connection between two nodes (neurons). This network can learn an arbitrary vector mapping from the space of input to the space of output by modification of weights [15].

An ANN is composed of three layers as shown in Fig. 2, the input, hidden and output layers. The output of each neuron is a function of the weighted sum of the inputs weights. The output of the $i^{th}$ neuron can be described by:

$$y_i = f_I (\sum_{j=1}^{n} w_{ij} x_j + \theta_i)$$  \hspace{1cm} (5)

Majority of ANNs use sigmoid functions as activation function, because it is smooth, continuous, and gradually increasing (derivative is always positive). It has the shape of an S-shaped curve and is represented by Eq. 6 [16].

$$F(x) = 1 / (1 + e^{-x})$$  \hspace{1cm} (6)

There are different architectures of ANN as feed forward, feedback and recurrent neural network. ANN is based on learning from experience (by example). There are two types of learning in neural networks, supervised learning and unsupervised learning.

In unsupervised learning, only inputs are supplied. In supervised learning, a neural network is supplied with inputs and the desired outputs. In each epoch the weights are modified to reduce the difference between the actual and desired outputs in such a way that the Mean Square Error (MSE) between the desired output and the actual output is reduced. This process requires that the neural network computes MSE in each epoch. This means that it must calculate how the error changes at each weight and check if it is increased or decreased slightly [15]-[17].

$$\text{MSE} = (\text{target} - \text{output})^2$$  \hspace{1cm} (7)

The back propagation algorithm is the most widely used method for determining the MSE. Due to reach an optimized ANN we have to reach the optimal weights and minimum MSE in a few epochs, therefore we propose using the firefly algorithm to compute the weights of ANN and generate “Firefly-Artificial Neural Network” FF-ANN.

Firefly Artificial Neural Network

Artificial neural network weights are main factors affect the ANN output and MSE therefore, as a number of epochs to reach the minimum MSE decreased the better ANN is reached.

The firefly algorithm is selected because of its random scenarios nature. The algorithm is in a position to search a collection of solutions through randomisation. In meta-heuristic algorithms, the solutions are searched through trial and error rules and the probabilities of obtaining the best output in feasible time is higher. Meta-heuristic searching methodology depends on two concepts exploitation and exploration. Exploitation is searching for best solutions among the neighbours to extract the data, while exploration is the method of searching the varied solutions within the search area. The firefly algorithm is a meta-heuristic algorithm, therefore its search method overcomes some drawbacks of other local search algorithms and randomisation is performed at some higher level, i.e. the algorithm produces the simplest work solution from the amount of freshly generated solutions within the search area. Due to the randomisation nature, the algorithm is not stuck at local minima [6].

Firefly artificial neural network is a series of back propagation algorithm combined with firefly algorithm to optimize the feed forward neural network. The following steps identify how to compute the FF-ANN weights:

- The weights for ANN is computed using the light of the fireflies’ intensity.
- Each firefly is considered as a set of weights of ANN at an instance of time. The population of fireflies is generated randomly, initial brightness of the fireflies is initialized to 0.4 and absorption coefficient is set to 0.6.
- Then the fitness of each firefly is calculated by using firefly equations Eq. (1) which is used as intensity of the fireflies.
- Apply each firefly weights and calculate MSE Eq. (7).
- In each epoch.
- Calculate the attractiveness Eq. (3) and the less bright moves towards the brighter one Eq. (4).

V. PROPOSED MODEL

The aim of the presented model is minimizing the response time of a service and maximizing resources utilization. Therefore, we build a “Cloudlet Scheduling Controller” (CSC) component based on FF-ANN.

As shown in Fig. 3, Cloud Resources Controller –CSC– is a newly added component to the cloud-operating environment; it is an intermediate controller in cloudlet scheduling process. The CSC is responsible for two functions:
• The first function is predicting the execution time of each incoming cloudlet from different customers of the cloud. Moreover, it observes resources utilization variations through processing.
• The second function is picking out the most convenient task-scheduling algorithm then applying it to the cloud according to the first phase output.

Fig. 4. CSC architecture.

The CSC fetches the incoming tasks from cloud customers in their arriving order. In addition, CSC gets the number of available resources in the cloud as shown in Fig. 4. Both as the number of incoming cloudlets and the number of available resources are the inputs to the FF-ANN.

Fig. 5. ANN architecture in CSC.

The used neural network is shown in Fig. 5 and is composed of three layers; input layer, one hidden layer and output layer. The input layer has two inputs; the number of cloudlets and the number of available resources denoted as ‘x’ and ‘y’ respectively. The hidden layer simulates cloud parameters and contains four neurons according to thumb rule to identify the number of hidden layer and hidden nodes [17]. The output layer contains one neuron denoted as ‘z’ that represents the selected algorithm. Each neuron in the hidden layer performs the summing up of the weighted inputs and applies log-sigmoid function (Eq. 6), then computes the MSE using (Eq. 7) and adjust weights in the ANN. The FF-ANN has trained with previous experience a dataset size 250 records, inputs (number of cloudlets and number of available resources) and number of classes is four.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

This section presents simulation of the proposed model and performance analysis of the output of this work. We use CloudSim simulator version 3 that simulates cloud computing infrastructures and services [18]. CloudSim runs on Windows 8, Eclipse version is Neon3, the JDK version is jdk1.6.0

We have simulated two data centers with one host in each. The number of incoming cloudlets and available resources is variable over time. The total execution time of the proposed model is compared with three methods in cloudlet scheduling; time-shared method [13], [19] that simulates Round Robin (RR) scheduling, space-shared method that simulates First Come First Served (FCFS) [19] and priority algorithm that executes the incoming cloudlets with priority regardless of the arrival time, where the priority factor here is cost. These algorithms are selected because they are commonly applied in the cloud environment.

In Table I, every row represents a case where the number of available resources and the number of incoming cloudlets is varied. In each case, the turnaround time (in ms) is shown for each method and for the proposed model.

<table>
<thead>
<tr>
<th>Resources</th>
<th>Cloudlets</th>
<th>Turnaround time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>25</td>
<td>52.87</td>
</tr>
<tr>
<td>30</td>
<td>50</td>
<td>172.94</td>
</tr>
<tr>
<td>60</td>
<td>80</td>
<td>316.73</td>
</tr>
<tr>
<td>120</td>
<td>210</td>
<td>327.12</td>
</tr>
<tr>
<td>150</td>
<td>350</td>
<td>758.61</td>
</tr>
<tr>
<td>200</td>
<td>500</td>
<td>1061.3</td>
</tr>
</tbody>
</table>

The proposed model selects different task scheduling algorithm in every turn based on the available resources and amount of incoming cloudlets, which affects the elapsed turnaround time. Fig. 6 shows a statistical representation of differences in the turnaround time.

Fig. 6. Turnaround time comparison.

As shown in Fig. 6, the proposed model achieves the minimum execution time in cases 2, 3, 5 and 6. Results show that this model shows its benefits in heavy load clouds as cases 5 and 6.

VII. CONCLUSION

We designed and implemented a component to allow dynamic selection of the task-scheduling algorithm in cloud computing environment. This component applies optimized neural network with firefly algorithm. The neural network is trained with previously experimented dataset. The goal is achieving fast convergence rate and to minimize the training
error. Experiments show that CSC can specify the appropriate task-scheduling algorithm in different circumstances.
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