
  

  
Abstract—An SMS spam is the message that hackers develop 

and send to people via mobile devices targeting to get their 
important information. For people who are ignorant, if they 
follow the instruction in the message and fill their important 
information, such as internet banking account in a faked 
website or application, the hacker may get the information. This 
may lead to loss their wealth. The efficient spam detection is an 
important tool in order to help people to classify whether it is a 
spam SMS or not. In this research, we propose a novel SMS 
spam detection based on the case study of the SMS spams in 
English language using Natural Language Process and Deep 
Learning techniques. To prepare the data for our model 
development process, we use word tokenization, padding data, 
truncating data and word embedding to make more dimension 
in data. Then, this data is used to develop the model based on 
Long Short-Term Memory and Gated Recurrent Unit 
algorithms. The performance of the proposed models is 
compared to the models based on machine learning algorithms 
including Support Vector Machine and Naïve Bayes. The 
experimental results show that the model built from the Long 
Short-Term Memory technique provides the best overall 
accuracy as high as 98.18%. On accurately screening spam 
messages, this model shows the ability that it can detect spam 
messages with the 90.96% accuracy rate, while the error 
percentage that it misclassifies a normal message as a spam 
message is only 0.74%. 

 
Index Terms—SMS spam, natural language process, deep 

learning, long short-term memory, gated recurrent unit. 
 

I. INTRODUCTION 
Presently, the communicational technology is rapidly 

glowing. This means everybody can access or receive the 
information easier than the past using web browsing, text 
messaging and emailing. With the ability of these 
technologies, the hacker can exploit the advantages of them 
to get the sensitive information, such as internet banking 
account, credit card information and phone number from a 
people by sending a faked bank transaction notification or a 
deceive advertisement message [1]. Moreover, the innocent 
people who getting message and panicked follow the 
instruction from the hacker and give their sensitive 
information to the hacker. Then, the hacker uses this 
information for getting asset from people. Finally, the 
innocent people lose asset to the hacker. This situation can 
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make affectation by loss reputation or loss asset.  
Short Message Service (SMS) spam is a type of the spam 

messages that hacker send it via mobile devices targeting to 
get their sensitive information [2], [3]. Nowadays, a SMS 
spam attack is greatly affecting various people who trust the 
information in the message and follow the instruction from 
the hacker. This problem can be alleviated if we have a tool 
that can effectively detect the spam messages. 

The existing works related to the SMS spam detection, was 
developed based on machine learning techniques, such as 
Support Vector Machine and Naïve Bayes [2]. Although 
these methods have a high performance, they seem to be 
difficult to config the parameter in term of statistical data.  

Currently, Deep Learning is a popular technique that is 
used to analyze data as it usually provides a high accuracy of 
the prediction [4], [5]. The algorithm that is commonly used 
for analyzing sequential data (e.g., text data) is Recurrent 
Neural Networks (RNNs) [5]. RNNs have the modified 
version of algorithms such as Long Short-Term Memory 
(LSTM) and Gated Recurrent Unit (GRU). Many existing 
works claim that LSTM and GRU have a performance over 
other techniques in deep learning particularly for sequential 
data analysis. For example, Kraus and Feuerriegel [6] used 
economic news for developing a decision support system for 
assisting investors having more secure in their investment 
using LSTM. They also use transfer learning, word 
tokenization and word embedding to prepare data for their 
analysis. Dou et al. [7] developed knowledge graph of 
Chinese intangible cultural heritage using data from websites 
with Bidirectional GRU. Another example the model, which 
was developed by Hassan and Mahmood [8]. Their model 
based on LSTM targeting to classify movie reviews from 
IMDB dataset with word embedding technique. 

For working with SMS spam, there is a lag of research that 
applying deep learning algorithm to develop models. 
Therefore, in this research, we aim to develop SMS spam 
classify model for preventing people from the effect of SMS 
spam. we propose to develop SMS spam classify model using 
Natural Language Process (NLP) techniques for data 
preparation and developing model based on GRU and LSTM. 
Moreover, we evaluate developed models by comparing the 
accuracy performance of deep learning model against the 
machine learning models. we aim to develop SMS spam 
classification model based on deep learning technique. 
Because the common type of SMS spam is text data, we use 
NLP which is the algorithm to make computer understand 
natural language same as human. Moreover, the popular of 
social network, text messaging and the article on websites 
presently. This information is easily collected and more 
effective for analyzing.  
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The rest of this research is organized as follows. Section II 
describes research framework, data, and methodology used 
for conducting this research. The experimental results are 
discussed in section III. Finally, section IV represents our 
conclusions and suggestion for future works. 

 

II. MATERIALS AND METHODS 

A. Research Framework 
In this research, we use Keras [9] that is a library in Python 

for deep learning model development based on Tensorflow 
backend [10]. It has a toolset for data preparation, such as 
word tokenization [11], padding and truncating data [12], and 
word embedding [13]. The word tokenization technique is 
used for taking text inputs into sequential data as index 
values of the words. The padding and truncating data 
techniques are used to make all sequence having the same 
length, while the word embedding technique is used to make 
more dimension of sequence into vector. After data 
preparation process, we train the model based on LSTM and 
GRU algorithms. Then, we evaluate the performance of the 
models and compare their performance with the model based 
of machine learning algorithms. The working flow of the 
framework shows in Fig. 1. 

 

 
Fig. 1. Research framework. 

 
TABLE I: SAMPLE RECORD OF SMS SPAM DATASET 

Message Spam 

Go until jurong point, crazy.. Available only in bugis n great 
world la e buffet... Cine there got amore wat... 0 

Ok lar... Joking wif u oni... 0 
Free entry in 2 a wkly comp to win FA Cup final tkts 21st May 
2005. Text FA to 87121 to receive entry question(std txt 
rate)T&C's apply 08452810075over18's 1 

Lol your always so convincing. 0 
SIX chances to win CASH! From 100 to 20,000 pounds txt> 
CSH11 and send to 87575. Cost 150p/day, 6days, 16+ TsandCs 
apply Reply HL 4 info 1 

B. Datasets 
In this experiment, we use a SMS spam dataset proposed 

by Almeida and Hidalgo [14]. This dataset consists of 
approximately 5,574 records. It contains SMS text messaging 
conversations in English language, which include text and 
number in different length of sentences. All records in this 
dataset already labeled. The spam messages are labelled as 1 
(747 records) and the normal messages are labelled as 0 
(4,827 records). The example of the dataset illustrated in 
Table 1. 

C. Data Preparation 
In this process, Natural Language Process (NLP) is 

utilized for pre-processing natural language data. NLP is the 
process to make computer understanding the natural 
language as same as a human understands [15]. It has many 
techniques to preprocess data into a format that a computer 
can be understood. In this work, we transform the SMS text 
data into sequential data using NLP techniques in order to use 
it for developing SMS classification models using the LSTM 
and GRU algorithms. We also use word tokenization, 
padding data, truncating data and word embedding 
techniques for pre-processing data. The details of each 
technique that we use in the data pre-processing process are 
described as follows. 

D. Word Tokenization 
Word tokenization is the process that changes words in a 

sentence into index values represented by a number. In this 
process, we set number of interesting vocabulary words to 
create word tokenizer. After create tokenizer, we use the 
word tokenizer to convert words in a sentence into sequence 
data. The tokenizer changes word into index and set index to 
0 for unknow words [11]. In addition, we create a tokenizer 
by set number of vocabulary words to 10,000 words. We also 
use the tokenizer to convert text data into sequence of index 
number of words from the tokenizer as demonstrated in Table 
2. 

 
TABLE II: SAMPLE DATA BEFORE AND AFTER TOKENIZED 

Before tokenize 
Go until jurong point, crazy.. Available only in 
bugis n great world la e buffet... Cine there got 
amore wat... 

After tokenize [49 471 4435 842 755 658 64 8 1327 88 123 351 
1328 148 2996 1329 67 58 4436 144] 

 

E. Padding and Truncating Data 
In this process, we make all sequence in dataset having the 

same length for training using LSTM and GRU algorithms. 
We calculate the message length optimized based on (1). [12] 
After optimized the length of the message, we pad data that 
have the length lower than the optimal length by add zero at 
the beginning of the sequence until it has the same length 
with the optimal one. If the length of the data is larger than 
the optimal length, we truncate the data from the beginning 
until its length is equal to the optimal length. 

 
Optimize = mean(len(xi)) + 2×std(len(xi))          (1) 
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where xi is the records of dataset, len(x) is the function to 
calculate the length of message, mean(x) is the function to 
calculate mean of data and std(x) is the function to calculate 
standard deviation of data. We calculate the message length 
optimize based on (1). As the result of calculating, the 
optimal length is 200 the cover data about 97.95% of datasets. 
Thus, we use this optimal length to control padding and 
truncating in sequence.  

F. Word Embedding 
Word embedding technique, which is used in this research 

was created by Pennington et al. [13]. This technique is used 
to change sequence of words that we already pre-processed 
into vector representation called embedding space that 
contains more dimensions than the normal word data using to 
train with LSTM and GRU algorithms. After padding and 
truncating data, we use the word embedding technique to 
make more dimension for data in sequence by setting the 
embedding size to 32.  

After pre-processing the data with NLP techniques 
described above, we split the data into training set 30% and 
test set 70% [2]. As a result, the training data set contains 
totally 238 spam messages and 509 normal messages. For the 
testing dataset, it contains totally 1,436 spam messages and 
3,391 normal messages as showed in Table 3. 

 
TABLE III: DETAIL OF THE DATASET AFTER SPILTED 

 Spam (record) Not Spam (record) 

Training set 238 1436 

Test set 509 3391 

 

G. Modeling 
In this experiment, we develop the SMS spam 

classification models based on the two deep learning 
algorithms including LSTM and GRU algorithms. The 
details of each algorithm described as follows. 

H. Long Short-Term Memory (LSTM) 
LSTM is developed by Hochreiter and Schmidhuber [16], 

[17] in 1997. It improves the basic RNN algorithm that solves 
the vanishing problem by adding cell states for remembering 
or forgetting data. The cell states contain structure called cell 
gates. The cell gates consist of four parts including input gate, 
forget gate, memory-cell state gate, and output gate. The 
input is gate used to control the input data that is worthwhile 
to keep or not. The forget gate is used to control the previous 
hidden state that is to be kept in the memory cell of the 
current hidden state. The memory-cell state gate is used to 
update the data based on the information of the input gate and 
the forget gate. The output gate is used to compute the output 
data from the network based on the memory-cell state. The 
details of LSTM are illustrated in Fig. 2. 

I. Gated Recurrent Unit (GRU) 
The GRU is a type of deep learning algorithm that is 

improved from the LSTM algorithm to reduce the complexity 
of the structure of the algorithm by using update gate and 
reset gate [17], [18]. The update gate is used to control 
amount of the hidden state to be forwarded to the next state. 

The reset gate is used to define the significance of the 
previous hidden state information as showed in Fig. 3. 

 

 
Fig. 2. Structure of LSTM cell. 

 

 
Fig. 3. Structure of GRU cell. 

 
TABLE IV: HYPERPARAMETER SETUP FOR LSTM AND GRU 

Parameter LSTM GRU 

Vocabulary 10,000 10,000 

Max sequence length 200 200 

Embedding size 32 32 

Unit layers 2 layers (32, 32) 2 layers (32, 32) 

Dropout 0.2 0.2 

Feature layer Fully-Connected 
(16, ReLU) 

Fully-Connected 
(16, ReLU) 

Classifying layer Fully-Connected 
(1, Sigmoid) 

Fully-Connected 
(1, Sigmoid) 

Optimizer Adam Adam 

Learning rate 0.01 0.01 

Loss function Binary cross- 
entropy 

Binary cross- 
entropy 

Training epoch 10 10 

 
For our model development, we set hypermeters and 

structure of the networks as showed in Table 4. In addition, 
we add a dropout layer after the unit layer in order to prevent 
the models from the over-fitting issue. Then, we use 
fully-connected with Rectifier function (ReLU) as an 
activation function to down-sampling from the unit layer. In 
the Classifying layer, we use fully-connected with Sigmoid 
function as an activation function to predict whether it is a 
spam or a normal message. In the training process, we choose 
Adam optimizer as an optimizer, binary cross-entropy as loss 
function because it is a binary classification. The learning 
rate is 0.01, and the model learning cycle is set to 10 epochs. 
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III. RESULTS AND DISCUSSIONS 
After training the models, we evaluate the performance of 

the model using the testing dataset. The results demonstrate 
that the accuracy of the model-based LSTM and GRU is 
similar. However, the LSTM model (90.96%) catch the 
spams more accurate than the GRU model (86.25%). In term 
of blocking normal message, both LSTM and GRU models 
have blocking rate lower than 1%. Based on these results, it 
could be concluded that overall, the LSTM model can 
classify SMS spam better than the GRU model. 

We also compare the results of the proposed model 
based-deep learning algorithms with the comparative work 
based on machine learning algorithms including Support 
Vector Machine (SVM) and Naïve Bayes (NB) models 
proposed by Almeida and Hidalgo [2]. These models are 
developed using the same dataset with our proposed models. 
The results of comparison show in Table 6. As can be seen in 
Table 6, the LSTM and GRU algorithms have a higher 
performance than the SVM and NB algorithms. From these 
results, it might be stated that the deep learning algorithms 
provide a better performance than the models developed 
based on model based-machine learning algorithms for SMS 
spam classification in English language. 

 
TABLE V: RESULT OF LSTM AND GRU WITH TEST SET 

Models Accuracy 
(%) 

Spam catch (%) Block non-spam 
(%) 

LSTM 98.18 90.96 0.74 

GRU 98.03 86.25 0.21 

 
TABLE VI: COMPARING RESULTS OF DEEP LEARNING WITH MACHINE 

LEARNING ALGORITHMS 
Models Accuracy (%) Spam catch 

(%) 
Block non-spam 

(%) 

SVM [2] 97.64 83.10 0.18 

NB [2] 92.05 48.53 1.42 

LSTM 98.18 90.96 0.74 

GRU 98.03 86.25 0.21 

 

IV. CONCLUSION 
In this research, we propose SMS spam classification 

models based on deep learning algorithms including LSTM 
and GRU. We used NLP techniques for pre-processing SMS 
text data into sequence using word tokenization, padding data, 
truncating data and word embedding technique. In addition, 
we developed model based on deep learning algorithms 
including LSTM and GRU. Finally, we evaluated models 
using test set spilt from SMS spam dataset. The results show 
that the performance of the LSTM model outperforms other 
models with 98.18% accuracy. In addition, it catches overall 
spam message with 90.96% and catches normal message as a 
spam message with 0.74% error. Moreover, LSTM and GRU 
model, which are deep learning algorithms provide a better 
performance than the model based on machine learning 

algorithms including Support Vector Machine and Naïve 
Bayes.  

This research was study-case about developing SMS spam 
classification model based on deep learning algorithms. For 
future works, we aim to enhance the performance of the 
model by collecting more data from various source to 
develop model. We expect to develop the model that can be 
used to help people in real-world. 
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