
  
Abstract—Resource allocation problem (RAP) is an optimum 

distributing period of limited existing resources. In this 
problem, there can be two possible cases: the resource is 
allocated or not. If so, the problem is in 0-1 integer problem 
class of which decision variables are binary values, and binary 
optimization algorithms are used to find optimum solutions for 
these problems. In the literature, various meta-heuristic 
optimization methods have been proposed for solving 
continuous or discrete RAP. In this paper, Artificial Bee Colony 
(ABC) algorithm simulated foraging behavior of real honey 
bees is studied to optimize RAP. The algorithm is firstly 
developed to solve numeric optimization problems and cannot 
be applied to binary problems directly. It requires a 
modification. In this study, the ABC algorithm has become 
applicable to solve the RAP and is called Binary Artificial Bee 
Colony (BABC) algorithm. The BABC algorithm is compared 
with the binary particle swarm optimization algorithm (BPSO) 
which is applied to the problem previously. The experimental 
results showed that the BABC algorithm was superior and can 
be alternative optimization method for solving RAP. 
 

Index Terms—Artificial bee colony algorithm, binary 
optimization, meta-heuristic algorithm, resource allocation 
problem. 
 

I. INTRODUCTION 
Resource allocation problem (RAP) is an optimum 

distribution planning of restricted available resource to 
activities in order to minimize the cost or maximize 
utilization [1]. The resources can be human resource, assets, 
capital, machine or any resource to realize intended objective. 
There are many RAP types in the literature, including 
software testing [2], parallelizable tasks scheduling [3], 
bandwidth allocation [4], internet protocol address allocation 
[5]. 

In this paper, job shop scheduling problem (JSP) which is 
a kind of RAP, where operations (jobs) are processed on 
available machines, is selected. In the problem, finding 
optimal solution is difficult when there are many operations 
and machines. Hence JSP is a well-known NP-hard problem 
[6]. Since allocation of many jobs to machines is complicated, 
many approaches and methods are performed to solve the 
JSP. Firstly, branch and bound algorithms have been 
introduced in [7]-[9]. Then, heuristic algorithms have been 
developed for solving the JSP. Some of them are Simulating 
Annealing [10], Taboo Search [11], Genetic Algorithm [12], 
PSO Algorithm [13]. In this study, the same problem and 

Manuscript received February 12, 2018; revised March 25, 2018. 
Z. Yilmaz is with the Department of Computer Engineering, Selcuk 

University, Konya, Turkey (e-mail: zuleyhayilmaz@selcuk.edu.tr).  
F. Basciftci is with the Department of Computer Engineering, Selcuk 

University, Konya, Turkey (e-mail: basciftci@selcuk.edu.tr). 

mathematical structure as [14] is carried out. Accordingly, 
human resources are allocated to jobs by applying proposed 
algorithm. The problem incorporates n jobs and m workers. 
The objective is to find optimum solutions to minimize 
completion time. In problem, there is only one worker which 
the job is processed by at a time. Moreover, a worker can be 
processed more than one job.  

In the problem, there are two discrete case: the job is 
assigned to a worker or not. Namely, the problem can be 
identified 0-1 integer values and is called binary optimization 
problem. If the job is assigned to the worker, decision 
variable is set to 1. On the other hand, 0 indicates that job is 
not assigned the worker. 

This study focuses on Artificial Bee Colony algorithm 
(ABC) which is swarm based and simulates foraging 
behavior of real honey bees. As the problem is a binary 
optimization problem, selected algorithm should be 
implemented into binary space. Therefore, the algorithm is 
become applicable to solve the problem. The modified 
algorithm is utilized to the problem in order to find minimum 
completion time in the study. 

In this paper, firstly described the basic ABC and binary 
version of ABC; then introduced the problem and 
mathematical formulation; then, represented solving the 
problem using the Binary Artificial Bee Colony (BABC). 
Finally, reported experimental results and conclusions. 

 

II. BINARY ARTIFICIAL BEE COLONY ALGORITHM (BABC) 

A. The Basic Concept of ABC 
ABC is a numerical stochastic optimization algorithm 

inspired from foraging behavior of real bee swarm. The ABC, 
is firstly for real-parameter optimization, has been developed 
by Karaboga in 2005 [15]. The algorithm consists of three 
group artificial bees. Their names and tasks are as follows: 
First group is employed bees. Mission of the bees is 
exploiting food sources and sharing knowledge about the 
source with the others which are awaiting in the beehive. The 
knowledge is used by onlooker bees which are second group 
of the artificial bees. Choosing a food source by the bees 
depends on the information. The more nectar amount, the 
higher possibility of being selected. The last bee group is 
scout bees. In the ABC algorithm, if a food source is 
exhausted, the employed bee of the food source transforms 
into a scout bee. New mission is trying to find a new source 
randomly for the bee. 

In basic concept of the algorithm, employed and onlooker 
bees constitute the whole colony. If N denotes the colony size, 
N/2 denotes respectively employed bee and onlooker bee 
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numbers. According to the algorithm, it is assumed that an 
employed bee is responsible for only one food source. 
Locations of the sources refer to the probable solutions of 
problems. Nectar amounts of sources represent quality of 
solutions. In the algorithm, food source which has the most 
nectar amount is the optimum solution. 

Initialization phase: swarm size, termination criteria and 
limit (exhaustion counter) are determined in the initial phase. 
The initial population is generated by randomly as follows: 

( )( )min max min0,1ij j j jx x rand x x= + −                     (1) 

ijx  is decision variable. i denotes the number of food 

source (SN, the half of swarm size) and j denotes the 
dimension of problem (D). min

jx and max
jx  denote lower 

bound and upper bound of each dimension.  
Employed bee phase: Calculation nectar quantity of 

neighbour source occurs in this phase. It is defined by (2): 

( )kjijijijij xxxv −+= φ                          (2) 
X  is the existing food source, v is the new food source, ijφ  

is randomly determined in the interval between [-1, 1], k and j 
are random integers in the range respectively [1, SN] and [1, 
D].  

After producing v  value, the fitness value is determined 
for minimization problem as (3). The found value belongs to 
the new food source. 
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Fi is cost value, for maximization problem the cost value is 
directly used, for minimization problem fitness value is used.  

In ABC, if there is more nectar amount than existing 
source in the new food source, the new is stored and the other 
is removed. Vice versa, existing food source is still being 
stored, however the exhaustion counter of the existing source 
is increased. 

Onlooker bee phase: this phase is occurred by onlooker 
bees. The choice of a food source depends on the its quality. 
This probability is calculated by roulette wheel selection 
method as (4): 
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Owing to this method, the probability of being selected 
food source which has better fitness value becomes higher. 

Scout bee phase: End of every cycle, the exhaustion 
counter of every food source is controlled. If there is a source 
reached limit value, employed bee which exploits the source 
is anymore called as a scout bee. This means the nectar was 
consumed in the source, and it is replaced with new random 
one explored by the scout bee. 

B. Binary Artificial Bee Colony Algorithm 
In the problem, decision variables consist of 0-1 binary 

values. If the variable is 0, it means the job is not assigned the 
worker. On the other hand, if the variable is 1, it means the 
job is assigned the worker. Due to the fact that the problem is 

a binary optimization problem, the algorithm should be 
binary optimization algorithm. This section explains BABC 
for binary optimization. The ABC is firstly proposed for 
numeric problems, and some modifications are required in 
the algorithm. Initial population and also definition of 
producing new food source should swap with binary values 
in BABC.  

First of all, initial population is generated by (5) instead of 
(1); 

( )0 0,1 0.5
1 (0,1) 0.5ij

if rand
x

if rand
 ≤= 
 

                          (5) 

 
where i=1, …, SN; j=1, …, D. 

In this study, Sigmoid transition function is utilized for 
converted to binary space. Since food sources defines as 0-1 
integer values, also new food sources to be found should be 
defined as 0-1 values. In the BABC, new food source 
definition is defined as (6) through Sigmoid function instead 
of (2); 
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where the sigm(vij) is Sigmoid transformation function 
(sigm(vij)=1/(1+exp(-vij))) and rand is set to in the range 
[0,1].  

Expect the changes on (1) and (2), other formulas remain 
unchanged to preserve originality of the algorithm in this 
study. In addition, these modifications implement all bee 
phases in proposed BABC.  

 

III. A KIND OF RAP: JSP 
In this study, in order to make an equitable comparison, the 

same mathematical model as [14] is used for human RAP. 
M={1, …, m} indicates the human set and N={1, …, n} 
indicates the job set. In the problem, there are m workers and 
n jobs. 

The problem consists of two parts: deterministic and 
stochastic part. In deterministic model, processing times, 
setup times and skill coefficients are deterministic and 
independent. The objective is to find optimal solution to 
minimize completion time. In stochastic model, processing 
times and setup times are modelled by random values. The 
optimal minimum expectation value is the objective as 
deterministic model [14]. 

In deterministic model, mathematical formulation is as 
follows; 
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The workers are assigned to the jobs. The total time spent 
for the jobs by a worker is called completion time Ci. In the 
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problem, the maximum time is required among them and is 
called Cmax. So as to minimize the Cmax equation (7) is used, 
where k is the skill coefficient. ST is setup time and shortest 
processing time of a job is indicated by t. Constraint (8) 
utilizes that a job can be assigned to only one worker. 
Constraint (9) utilizes that number of jobs processed by a 
worker is between zero and number of jobs. Decision 
variable is ijX  (10). If  ijX  is 1, it means that job j is 

assigned to worker i, or vice versa. These equations belong to 
deterministic model of the problem. 

In stochastic model, the mathematical model is as follows; 
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where ST is setup time, T is processing time of the jobs. Both 
ST and T are randomly determined. µ  and ϕ  are the 
distribution ratio for the processing time of the job. Equation 
(13) defines that the expected value of Ci called E(Ci) will be 
optimized to find minimum solution. In stochastic model, the 
constraints are the same as deterministic model definitions. 

 

IV. RESOURCE ALLOCATION USING BABC 
This study focuses on solving RAP using BABC 

optimization. According to this algorithm, initial job-worker 
matching is randomly generated in initial phase. Each food 
source demonstrates a job-worker matching. Then, fitness 
values of initial solutions are evaluated.  

As in employed bee phase, nectar quantity of neighbor 
source is determined. It refers to suggestion a variation of a 
dimension of a job-worker assignment array. The 
modification means that a job is assigned to another worker. 
If this modification has better fitness value (minimum 
completion time) than the existing food source -new food 
source- is memorized. Namely, suggestion of changing is 
accepted.  

After neighbour investigation is completed by employed 
bees in a cycle, onlooker phase begins. According to fitness 
values of the sources, a new source is chosen by onlooker 
bees and try to improve it as employed bees. 

In the last phase, all food sources are controlled about the 
exhausted number. If there is a poor job-worker matching, 
and any bee cannot improve it at the end of a cycle, the 
exhausted value of the food source can reach the limit. In 
such a case, a new food source is determined for the 
abandoned source, namely a new job-worker matching for 
JSP. 

These algorithm steps continue until reaching the 
maximum iteration. Flow chart of the job scheduling with 
BABC is illustrated in Fig. 1. 

 

 
Fig. 1. Flow chart of resource allocation process with BABC. 

 

V. EXPERIMENTAL RESULTS 
In this section, the example simulation results of 

performance among BABC are presented for the resource 
allocation problem. In this study, to make an equitable 
comparison the same problem, human resource allocation, is 
optimized and all parameters are set as [14]. 

Data set of Table I belongs to case 1. Accordingly, there 
are 5 jobs and 3 workers [14]. By BABC, the problem is 
optimized in 0.025s with optimum solution 14.2. In [14], the 
optimum solution was found in 0.03 by improved BPSO. We 
can say that the difference of the times of these algorithms 
can be negligible. In case 2, there has 100 jobs processed by 
20 workers. The parameters are determined follows: shortest 
processing times of jobs are randomly set in [6, 10], setup 
time of jobs are randomly set in [2, 4] and last skill 
coefficients of workers are set randomly in the range [1, 3]. In 
ABC, swarm size is set as 400, maximum iteration is taken as 
500. The algorithm is run 10 times and all the results are 
showed in Table II. The maximum completion time clearly 
can be distinguished in the table; that is 87,66. In [14], 
maximum completion time has found as 108. It expresses a 
decrease of 18,8%. This reduction rate implying significant 
decrement for JSP shows the efficiency of the BABC. 

In case 3, 20 jobs are processed by 5 workers; population 
size is 200, maximum iteration is 200. The parameters are set 
as μ is in the range [0.2, 1.0], φ is in the range [0.1, 0.5]. The 
problem is optimized from 26.19 to 22.27 as from 50th 
iteration. In [14], the maximum completion time was 
optimized to 34.0. Our solution is showed efficiency of our 
proposed BABC. Fig. 2 illustrates optimization process of the 
maximum completion time of the JSP. 
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TABLE I: THE ORIGINAL DATA OF THE CASE 1 
Worker Job-1 Job-2 Job-3 Job-4 Job-5 
 kit1 ST1 kit2 ST2 kit3 ST3 kit4 ST4 kit5 ST5 

1 5 2 3 1 8 3 6 2 4 1.5 
2 6 2 3.6 1 9.6 3 7.2 2 4.8 1.5 
3 7 2 4.2 1 11.2 3 8.4 2 5.6 1.5 

Skill coefficient (k), Number of worker (i), Shortest processing time (t), Setup time (ST) 
 

TABLE II: REPRESENTING RESULTS IN CASE 2 
Time 1 2 3 4 5 6 7 8 9 10 
Cmax (h) 92.02 90.05 88.51 91.84 92.38 89.91 91.02 90.92 87.66 88.64 

Maximum Completion Time (Cmax) 
 

 
Fig. 2. Optimization process of the maximum completion time of the JSP 

according to the BABC. 
 

The comparison of all cases mentioned above is showed in 
Table III. For the JSP, which is a type of RAP and solved in 
this study, only BPSO algorithm is proposed. Because of that, 
comparison is made with only BPSO algorithm. As seen in 
the Table III, the proposed BABC algorithm obtained 
satisfactory results for the JSP. 

In all cases, the BABC has been coded in Matlab, version 
R2016a by the author and all experiments have been 
performed on personal notebook on 3.1 GHz, Intel Core 
i7processor with 12GB. 
 

TABLE III: THE RESULTS OBTAINED BY BABC AND BPSO 
FOR THE JSP 

Cases The Proposed 
BABC BPSO 

Case 1 

Job 5 5 
Worker 3 3 
Cmax (h) 14.2 14.2 
Computing Time (s) 0.025 0.03 

Case 2 
Job 100 100 
Worker 20 20 
Cmax (h) 87.66 108 

Case 3 
Job 20 20 
Worker 5 5 

Cmax (h) 22.27 34.0 
Maximum Completion Time (Cmax) 
 

VI. CONCLUSION 
RAP is a kind of distribution among limited resources to 

minimize cost or maximize efficiency. There are lots of 
problem types of resource allocation such as software testing, 
IP address allocation, job shop scheduling. 

In this paper, a kind of JSP [14] is optimized to find 
minimum completion time by BABC. The reasons for 
selecting the algorithm are that the algorithm is simple and 
flexible, based on swarm intelligence and has less control 
parameters.  

ABC is expressed for finding optimal job-worker 
matching in JSP. According to problem definition, the 
problem is a variety of binary optimization problem. Due to 
the fact that ABC is basically developed for numeric 
problems, the algorithm is modified in such a way that it is 
applicable to binary space. Performance of BABC is 
performed on three examples of JSP known as most 
commonly RAP by comparing it with the BPSO. The 
obtained results showed that proposed approach satisfied 
optimum job-worker matchings.  

In future work, different binary versions of ABC can be 
implemented to find optimum solutions to provide shorter 
computing time and can be alternatively joined effective 
search selection strategy to the basic algorithm definition. 
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